
Editor, YOGESH JALURIA „2010…
Assistant to the Editor, S. PATEL

Associate Editors
Gautam Biswas, Indian Inst. of Tech., Kanpur �2009�

Louis C. Burmeister, Univ. of Kansas �2008�
Minking Chyu, Univ. of Pittsburgh �2009�

Suresh V. Garimella, Purdue Univ. �2007�
A. Haji-Sheikh, Univ. of Texas at Arlington �2008�

Anthony M. Jacobi, Univ. of Illinois �2008�
Yogendra Joshi, Georgia Inst. of Tech. �2008�

Satish G. Kandlikar, Rochester Inst. of Tech. �2007�
Jay M. Khodadadi, Auburn Univ. �2007�

Sai C. Lau, Texas A&M Univ. �2009�
Ben Q. Li, Univ. of Michigan, Dearborn �2009�

Raj M. Manglik, Univ. of Cincinnati �2009�
Chang H. Oh, Idaho National Lab. �2007�

Ranga Pitchumani, Univ. of Connecticut �2007�
Ramendra P. Roy, Arizona State Univ. �2007�

Jamal Seyed-Yagoobi, Illinois Inst. of Tech. �2009�
Bengt Sunden, Lund Inst. of Tech., Sweden �2008�

Walter W. Yuen, Univ. of California–Santa Barbara �2008�

Past Editors
V. DHIR

J. R. HOWELL
R. VISKANTA
G. M. FAETH

K. T. YANG
E. M. SPARROW

HEAT TRANSFER DIVISION
Chair, R. W. DOUGLASS

Vice Chair, T. W. TONG
Past Chair, M. K. JENSEN

PUBLICATIONS COMMITTEE
Chair, BAHRAM RAVANI

OFFICERS OF THE ASME
President, SAM Y. ZAMRIK

Executive Director,
VIRGIL R. CARTER

Treasurer,
THOMAS D. PESTORIUS

PUBLISHING STAFF

Managing Director, Publishing
PHILIP DI VIETRO
Manager, Journals
COLIN McATEER

Production Coordinator
JUDITH SIERANT

Transactions of the ASME, Journal of Heat Transfer
�ISSN 0022-1481� is published monthly by The American

Society of Mechanical Engineers, Three Park Avenue,
New York, NY 10016. Periodicals postage paid at

New York, NY and additional mailing offices.
POSTMASTER: Send address changes to Transactions

of the ASME, Journal of Heat Transfer, c/o THE
AMERICAN SOCIETY OF MECHANICAL ENGINEERS,

22 Law Drive, Box 2300, Fairfield, NJ 07007-2300.
CHANGES OF ADDRESS must be received at Society

headquarters seven weeks before they are to be effective.
Please send old label and new address.

STATEMENT from By-Laws. The Society shall not be
responsible for statements or opinions advanced in papers

or ... printed in its publications �B7.1, Para. 3�.
COPYRIGHT © 2007 by The American Society of Mechanical

Engineers. For authorization to photocopy material for
internal or personal use under those circumstances not falling
within the fair use provisions of the Copyright Act, contact the

Copyright Clearance Center �CCC�, 222 Rosewood Drive,
Danvers, MA 01923, tel: 978-750-8400, www.copyright.com.

Request for special permission or bulk copying should
be addressed to Reprints/Permission Department.

Canadian Goods & Services Tax Registration #126148048

TECHNICAL PAPERS

Conduction

1109 Anisotropic Heat Conduction Effects in Proton-Exchange Membrane
Fuel Cells

Chaitanya J. Bapat and Stefan T. Thynell

1119 The Error Analysis of a Steady-State Thermal Conductivity Measurement
Method With Single Constant Temperature Region

Ming-Tsung Sun and Chin-Hsiang Chang

1127 Stochastic Heat Transfer in Fins and Transient Cooling Using Polynomial
Chaos and Wick Products

A. F. Emery and D. Bardot

Forced Convection

1134 An Experimental Study of the Friction Factor and Mass Transfer
Performance of an Offset-Strip Fin Array at Very High Reynolds Numbers

Gregory J. Michna, Anthony M. Jacobi, and Rodney L. Burton

1141 Expansion Ratio Effects on Three-Dimensional Separated Flow and Heat
Transfer Around Backward-Facing Steps

Aya Kitoh, Kazuaki Sugawara, Hiroyuki Yoshikawa, and
Terukazu Ota

Heat Transfer Enhancement

1156 A Numerical Study of Flow and Heat Transfer Enhancement Using an
Array of Delta-Winglet Vortex Generators in a Fin-and-Tube Heat Exchanger

A. Joardar and A. M. Jacobi

1168 Local Heat Transfer Coefficients Induced by Piezoelectrically Actuated
Vibrating Cantilevers

Mark Kimber, Suresh V. Garimella, and Arvind Raman

Heat Transfer Manufacturing

1177 Laser Transmission Welding of a Lap-Joint: Thermal Imaging Observations
and Three–Dimensional Finite Element Modeling

L. S. Mayboudi, A. M. Birk, G. Zak, and P. J. Bates

Micro/Nanoscale Heat Transfer

1187 Temperature-Dependent Viscosity and Viscous Dissipation Effects in
Simultaneously Developing Flows in Microchannels With Convective
Boundary Conditions

C. Nonino, S. Del Giudice, and S. Savino

Natural and Mixed Convection

1195 Natural Convection Heat Transfer From Horizontal Rectangular Ducts
Mohamed E. Ali

Journal of
Heat Transfer
Published Monthly by ASME

VOLUME 129 • NUMBER 9 • SEPTEMBER 2007

„Contents continued on inside back cover…

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001109000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001109000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001109000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001119000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001119000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001119000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001127000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001127000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001127000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001134000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001134000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001134000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001141000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001141000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001141000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001141000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001156000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001156000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001156000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001168000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001168000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001168000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001177000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001177000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001177000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001187000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001187000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001187000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001187000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001195000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001195000001&idtype=cvips


1203 Laminar Mixed Convection in the Entrance Region of Horizontal Semicircular Ducts With the Flat Wall
at the Top

Y. M. F. El. Hasadi, A. A. Busedra, and I. M. Rustum

1212 Dual Solutions in Magnetohydrodynamic Mixed Convection Flow Near a Stagnation-Point on a Vertical Surface
A. Ishak, R. Nazar, N. M. Arifin, and I. Pop

Porous Media

1217 Convective Heat Transfer in Open Cell Metal Foams
Ken I. Salas and Anthony M. Waas

1230 Forced Convective Heat Transfer in Parallel Flow Multilayer Microchannels
M. H. Saidi and Reza H. Khiabani

1237 Forced Convection Heat Transfer and Hydraulic Losses in Graphitic Foam
A. G. Straatman, N. C. Gallego, Q. Yu, L. Betchen, and B. E. Thompson

Radiative Heat Transfer

1246 Approximate Analysis of Thermal Radiation Absorption in Fuel Droplets
S. S. Sazhin, T. Kristyadi, W. A. Abdelghaffar, S. Begg, M. R. Heikal, S. V. Mikhalovsky, S. T. Meikle, and
O. Al-Hanbali

Heat Exchangers

1256 A Fully Wet and Fully Dry Tiny Circular Fin Method for Heat and Mass Transfer Characteristics for Plain
Fin-and-Tube Heat Exchangers Under Dehumidifying Conditions

Worachest Pirompugd, Chi-Chuan Wang, and Somchai Wongwises

1268 Heat Exchanger Efficiency
Ahmad Fakheri

1277 Experimental Study and Genetic-Algorithm-Based Correlation on Shell-Side Heat Transfer and Flow Performance
of Three Different Types of Shell-and-Tube Heat Exchangers

Qiu-wang Wang, Gong-nan Xie, Bo-tao Peng, and Min Zeng

TECHNICAL BRIEFS

1286 Performance Evaluation of a Compartmented Cooling Coil Using the Monte Carlo Simulation Approach
Uma Maheswaran and S. C. Sekhar

1291 Characteristics of the Hydrodynamic Coefficient for Flow of a Steam-Water Mixture in a Pebble Bed
Alexandr A. Avdeev, Boris F. Balunov, Rostislav A. Rybin, Ruslan I. Soviev, and Yuri B. Zudin

1295 Developing Turbulent Forced Convection in Two-Dimensional Duct
Y. T. Chen, J. H. Nie, B. F. Armaly, H. T. Hsieh, and R. F. Boehm

DISCUSSION

1300 Discussion: “Heat Transfer and Wall Heat Flux Partitioning During Subcooled Flow Nucleate Boiling–A Review”
„Warrier, G.R., and Dhir, V.K., 2006, Journal of Heat Transfer, 128, pp. 1243–1256…

Satish G. Kandlikar

1302 Discussion: “Second Law Analysis of Laminar Viscous Flow Through a Duct Subjected to Constant Wall
Temperature” „Sahin, A. Z., 1998, ASME J. Heat Transfer, 120, pp. 76–83…

M. M. Awad

1303 Closure to “Discussion of ‘Second Law Analysis of Laminar Viscous Flow Through a Duct Subjected to Constant
Wall Temperature’ ” „2007, ASME J. Heat Transfer, 129, p. 1302…

Ahmet Z. Sahin

1304 Discussion: “Performance and Optimization Analysis for Fins of Straight Taper with Simultaneous Heat and
Mass Transfer” „Kundu, B., and Das, P. K., 2004, ASME J. Heat Transfer, 126, pp. 862–868…

Panagiotis Razelos

„Contents continued…

Journal of Heat Transfer SEPTEMBER 2007Volume 129, Number 9

„Contents continued on facing page…

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001203000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001203000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001203000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001212000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001212000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001217000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001230000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001230000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001237000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001237000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001246000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001246000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001246000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001256000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001256000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001256000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001268000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001268000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001277000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001277000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001277000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001286000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001286000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001291000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001291000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001295000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001300000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001300000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001300000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001302000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001302000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001302000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001303000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001303000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001303000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001304000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001304000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001304000001&idtype=cvips


ERRATUM

1306 Erratum: “Natural Convection in a Partitioned Vertical Enclosure With a Uniform Heat Flux” †Journal of Heat
Transfer, 2007, 129„6…, contents on inside cover‡

The ASME Journal of Heat Transfer is abstracted and indexed in the
following:
Applied Science and Technology Index, Chemical Abstracts, Chemical Engineering and
Biotechnology Abstracts (Electronic equivalent of Process and Chemical Engineering),
Civil Engineering Abstracts, Compendex (The electronic equivalent of Engineering
Index), Corrosion Abstracts, Current Contents, E & P Health, Safety, and Environment,
Ei EncompassLit, Engineered Materials Abstracts, Engineering Index, Enviroline (The
electronic equivalent of Environment Abstracts), Environment Abstracts, Environmental
Engineering Abstracts, Environmental Science and Pollution Management, Fluidex,
Fuel and Energy Abstracts, Index to Scientific Reviews, INSPEC, International Building
Services Abstracts, Mechanical & Transportation Engineering Abstracts, Mechanical
Engineering Abstracts, METADEX (The electronic equivalent of Metals Abstracts and
Alloys Index), Petroleum Abstracts, Process and Chemical Engineering, Referativnyi
Zhurnal, Science Citation Index, SciSearch (The electronic equivalent of Science
Citation Index), Theoretical Chemical Engineering

„Contents continued…

Journal of Heat Transfer SEPTEMBER 2007Volume 129, Number 9

1308 / Vol. 129, SEPTEMBER 2007 Transactions of the ASME

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001306000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JHTRAO000129000009001306000001&idtype=cvips


1

c
t
p
t
c
r
d
p
a
c
t
o
w
a
o
r
f

c
b
t
fl
c
p
d
w
t

N

r

J

Chaitanya J. Bapat
Graduate Research Assistant

e-mail: cjb282@psu.edu

Stefan T. Thynell1

Fellow ASME
e-mail: Thynell@psu.edu

Department of Mechanical and Nuclear
Engineering,

The Pennsylvania State University,
University Park, PA 16802

Anisotropic Heat Conduction
Effects in Proton-Exchange
Membrane Fuel Cells
The focus of this work is to study the effects of anisotropic thermal conductivity and
thermal contact conductance on the overall temperature distribution inside a fuel cell.
The gas-diffusion layers and membrane are expected to possess an anisotropic thermal
conductivity, whereas a contact resistance is present between the current collectors and
gas-diffusion layers. A two-dimensional single phase model is used to capture transport
phenomena inside the cell. From the use of this model, it is predicted that the maximum
temperatures inside the cell can be appreciably higher than the operating temperature of
the cell. A high value of the in-plane thermal conductivity for the gas-diffusion layers was
seen to be essential for achieving smaller temperature gradients. However, the maximum
improvement in the heat transfer characteristics of the fuel cell brought about by increas-
ing the in-plane thermal conductivity is limited by the presence of a finite thermal contact
conductance at the diffusion layer/current collector interface. This was determined to be
even more important for thin gas-diffusion layers. Anisotropic thermal conductivity of the
membrane, however, did not have a significant impact on the temperature distribution.
The thermal contact conductance at the diffusion layer/current collector interface
strongly affected the temperature distribution inside the cell. �DOI: 10.1115/1.2712478�

Keywords: Proton-exchange membrane fuel cell (PEMFC), heat transfer, anisotropy,
contact resistance
Introduction

Fuel cells �FCs� are electrochemical devices that convert
hemical energy directly into electricity. Over the past few years,
here has been an increasing amount of interest in the use of
roton-exchange-membrane �PEM� fuel cells as an environmen-
ally friendly power source. In these cells, oxygen and hydrogen
ombine to form water, and a part of the released energy from the
eaction is directly converted to electricity. Thus the PEMFC pro-
uces no harmful emissions. It also operates at much lower tem-
eratures than conventional internal combustion engines and is
lso thermodynamically more efficient. It is envisaged that these
ells would start replacing internal combustion engines towards
he end of the current decade. This would require the development
f a large-scale hydrogen infrastructure �1,2�, and a fuel cell that
ould be able to produce power at an adequate power density and

t a good energy conversion efficiency �3�. A better understanding
f the various processes affecting the operation of a PEMFC is
equired for its development as a viable energy conversion device
or the future.

A schematic of a typical PEMFC is shown in Fig. 1. A PEMFC
onsists of a polymer electrolyte with catalyst layers sandwiched
etween two gas-diffusion layers �GDLs�. Hydrogen and air are
he reactant gases at anode and cathode, respectively. These gases
ow through the gas channels that are usually machined into the
urrent-collector plate. The current collector plate also provides a
ath for the excess heat to flow to the coolant. The gases then
iffuse through the porous GDLs and react at the catalyst layer,
hich is a mixture of fine platinum particles supported on rela-

ively large carbon particles with the membrane material filling

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 14, 2005; final manuscript

eceived July 26, 2006. Review conducted by Ranga Pitchumani.

ournal of Heat Transfer Copyright © 20
the interstices between the carbon particles. The overall reactions
occurring at the anode and cathode are, respectively, given by

2H2 → 4H+ + 4e−

O2 + 4H+ + 4e− → 2H2O

The protons diffuse through the polymer electrolyte membrane,
whereas the electrons are conducted through the current collector
plates to an external circuit. It should be noted that one or two
water molecules are also transported across the membrane with
the proton �4�. Coolant water is circulated through the channels
machined into the coolant plate to remove excess heat.

Many modeling efforts have been made to study the
electrochemical-thermal aspects of fuel cells. The initial efforts in
this field were made by Springer �5� and Bernardi and Verbrugge
�6,7�, who developed one-dimensional isothermal models for
studying the effects of mass diffusion and species transport
through the porous electrodes and membrane. The earliest at-
tempts to model water and heat management issues in a PEM fuel
cell were made by Fuller and Newman �8� and by Nguyen and
White �9�. Djilali and Lu �10� developed a one-dimensional,
nonisothermal model for studying the performance at different
current densities. Wohr and co-workers �11,12� and Rowe and Li
�13� also developed one-dimensional nonisothermal models to
study the effects of various other parameters on fuel-cell opera-
tion. Dutta et al. �14� developed a three-dimensional single-phase
isothermal model for studying transport processes in a fuel cell.
Wang et al. �15,16� also developed a multidimensional isothermal
model for simulating transport processes in a fuel cell with liquid
water confined to catalyst layers. They analyzed the effects of
hydrogen dilution at the anode inlet and interdigitated flow field
on the performance of the fuel cell. Berning et al. �17� and Zhou
and Liu �18� also developed three-dimensional nonisothermal
models for studying fuel cell behavior. Ju et al. �19� developed a
three-dimensional single-phase nonisothermal model and studied
the effects of variation of thermal conductivity of the GDL and

inlet humidity on fuel-cell operation. Sivertsen and Djilali �20�

SEPTEMBER 2007, Vol. 129 / 110907 by ASME
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lso developed a nonisothermal three-dimensional model for
imulating fuel cell operation and integrated it with a commercial
FD software. All these models neglected the effects of water
apor condensation on cell performance. Baschuk and Li �21�
ormulated a model to predict the performance of a fuel cell in the
iffusion limited region of the polarization curve �high current
ensities�. However, their model did not have an explicit two-
hase model to predict the flow of different phases. Stockie �22�
eveloped a two-dimensional model by taking into account the
ffects of phase and temperature change in a fuel-cell cathode.
erning and Djilali �23� developed a two-phase, multidimen-

ional, nonisothermal model for fuel-cell simulation based on the
nsaturated flow theory �24�. Wang et al. �25� developed a two-
hase model for simulating transport processes in a fuel-cell cath-
de based on the multiphase mixture model developed by Wang
nd Cheng �26�. Hu et al. �27,28�, Mazumder and Cole �29�, and
un et al. �30� also developed models based on the multiphase
ixture model. Birgersson et al. �31� developed a two-phase,

onisothermal model for a PEMFC. Shimpalee et al. �32� imple-
ented their two-phase model on a high performance cluster to

imulate a large-scale PEMFC. Recently, Baschuk and Li �33�
eveloped a three-dimensional formulation for modeling fuel-cell
ransport processes based on a two-phase, two-fluid porous media

odel which incorporated a spatial temperature variation. How-
ver, a complete three-dimensional implementation of this model
as not yet been made.

Apart from the above models, there have been studies which
oncentrated on certain other specific aspects of fuel-cell opera-
ion. Nam and Kaviany �34� studied the effects of water saturation
nd two-layer GDL on fuel-cell operation using a one-
imensional nonisothermal model. Pasaogullari and Wang �35,36�
tudied the role of a microporous layer in the cathode GDL on the
hase distribution. Yuan and co-workers �37� studied the variation
n temperature of reactant gases in both cathode and anode gas
hannels. Musser and Wang �38� studied the variation of coolant
emperature through the length of the cooling channel for different
perating conditions of the cell. Mawardi et al. �39� studied the
ptimization of operating parameters of a fuel cell for obtaining
he best performance. The present work is directed towards devel-
ping a better understanding of heat transfer by taking into ac-
ount the effect of anisotropic thermal conductivity and contact
onductance, which were not considered in previous studies with
n aim to develop a more representative model for heat transfer
ithin the fuel cell.
It is known that the GDLs and the polymer electrolyte mem-

rane are fibrous polymer-like materials. Kurabayashi �40� noted
hat thin polymer films tend to show anisotropic behavior in their
hermal diffusivity, as the energy transport is more efficient along
he polymer chains. This has also been confirmed by many previ-

Fig. 1 Schematic of PEM fuel cell and coordinate system
us and new experimental results �41–43�. The ratio of conduc-
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tivities in directions parallel and perpendicular to the polymer
chain can also be very high. In case of GDLs and membrane, such
preferential alignment of fibers and polymeric chains, respec-
tively, can lead to anisotropic thermal conductivity. In fact, mea-
surements of the electrical conductivity in Nafion reveal that the
in-plane conductivity is about 3.5 times larger than the normal
conductivity �44,45�. The thermal contact conductance at the in-
terfaces of different layers in the fuel cell is also expected to have
a significant effect on the temperature distribution inside the cell.
The purpose of this paper is to bring out the effect of anisotropic
thermal conductivity and thermal contact conductance on the tem-
perature distribution within the fuel cell using a single-phase, two-
dimensional model. Detailed investigation using more sophisti-
cated models is to be considered in future publications.

2 Model Formulation
The PEMFC generates in some cases almost 50% of waste heat

of the total available energy. This heat has to be effectively dissi-
pated for stable and reliable operation of the fuel cell. The heat
generated is caused by �1� kinetic loss in the catalyst layers
�largely cathode�, �2� Ohmic loss in the membrane and catalyst
layers, and �3� reversible heat release. In the present work, a
single-phase, two-dimensional model is used to assess the effects
of anisotropic thermal conductivity and thermal contact resistance
on the overall temperature distribution inside the cell. The com-
plete model consists of coupled flow, species, electrochemistry,
and heat transport models. The two-dimensional computational
domain chosen for the present work is shown in Fig. 1.

2.1 Flow Model. The single-phase mass and momentum bal-
ance equations with appropriate source terms for the porous drag,
production/consumption of reactants and the electro-osmotic drag
in the membrane are solved all over the domain. The mass and
momentum balances are, respectively, written as

���

�t
+ � · ���u� = − � · �noeMH2O

F
i� + S �1�

and

�

�t
���u� + � · ���uu� = − ���p� + � · ���� −

�

kp
u �2�

Here the first term on the right-hand side of Eq. �1� represents the
source term due to the electro-osmotic drag, and the last term
represents the source due to production/consumption of reactants
and products. This source term is

S = −
�� · i�
2F

MH2
�3�

for the consumption of hydrogen in anode catalyst layer, whereas

S = −
�� · i�
4F

MO2
�4�

S =
�� · i�
2F

MH2O �5�

are used to describe the consumption of oxygen and production of
water, respectively, in the cathode catalyst layer. In addition, the
last term in Eq. �2� represents the source term due to porous drag
and is based on Darcy’s law.

2.2 Species Transport Model. The flow of reacting species
�hydrogen and oxygen� and water vapor is modeled by solving the
species conservation equation for each of these species. The spe-

cies conservation equation for species i is given by
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he source terms for this equation �Ji� are the same as those given
y Eqs. �3�–�5�, except they are molar-based quantities.

2.3 Electrochemical Reactions. The electrochemistry is in-
luded by solving conservation of membrane phase potential over
he membrane electrode assembly �MEA� with appropriate source
erms in the catalyst layers for the production and consumption of
rotons by electrochemical reactions

− �2��m�m� = � · i �7�
he solid phase �the platinum-carbon matrix� is assumed to be a
ood electrical conductor and hence the solid-phase potential is
ssumed to be constant in the catalyst layers.

The electrochemical reactions are modeled using the Butler-
olmer rate expressions �46�, and in anode and cathode catalyst

ayers are, respectively, given by

� · i = ja = ioa
ref�exp	�aF

RT
��s − �m�
 − exp	−

�cF

RT
��s − �m�
�

��CH2

CH2

ref�0.5

�8a�

= jc = ioc
ref�exp	�aF

RT
��s − �m�
 − exp	−

�cF

RT
��s − �m�
�

��CO2

CO2

ref� �8b�

nd elsewhere

� · i = 0 �8c�

2.4 Heat Transport Model. The flow rates of gases inside the
DLs are expected to be extremely small due to the presence of

he porous medium. Hence, heat transfer due to the flow of these
ases is neglected. The heat flow is modeled using the two-
imensional heat conduction equation given by

�

�t
��cT� = kxx

�2T

�x2 + kyy

�2T

�y2 + q� �9�

here the transient term is included in the numerical scheme even
hough only the steady state is considered. Here, the heat source
erms within the anode catalyst layer, membrane and cathode cata-
yst layer, are, respectively, given by

q� = �ja	a� +
im
2

�m
�10a�

q� =
im
2

�m
�10b�

q� = �jc	c� +
im
2

�m
+ �T
S

ja

2F
� −

�� · i�
2F

MH2OLw �10c�

he first term for both the anode and cathode source terms corre-
ponds to heat generation due to kinetic loss at the catalyst reac-
ant layer. The next term in both cases represents heat generation
ue to flow of ions through the membrane material. The mem-
rane source term corresponds to heat generated due to resistance
ffered to the flow of protons through the membrane. The third
erm in case of the cathode corresponds to the heat generation due
o reversible heat release. The entire reversible heat release due to
he chemical reaction is assumed to occur at the cathode �19�. The
ast term for the cathode catalyst layer represents enthalpy change
ue to evaporation. The liquid water generated in the cathode is

ssumed to instantaneously evaporate to vapor phase. It is also

ournal of Heat Transfer
assumed that water vapor can exist in a supersaturated state and
behaves like an ideal gas.

2.5 Boundary Conditions

2.5.1 Flow and Species Transport. The channel pressures and
concentrations of reactants and products on the anode and cathode
sides are specified as boundary conditions. The experimental re-
sult used for validation of this model �see next section� is the
fuel-cell polarization curve for the entire fuel cell. Hence it is
desirable to use average values of pressures, reactant and product
concentrations in order to validate the results. The average model
parameters are calculated using an approximate analysis.

The densities of the reactant gas mixtures are calculated at exit
conditions and are assumed to be constant. The temperature
change of the reactant gases is neglected. The pressure variation is
calculated using Bernoulli’s equation with an additional term to
account for the effect of wall friction. The exit concentrations are
calculated using simple mass balances accounting for the
production/consumption of reactants. The average quantities are
taken as the arithmetic means of the inlet and outlet quantities. In
spite of these simplifications, the above method of calculating the
average parameters takes into account the effect of reactant flow
rates, channel length, and active area, which otherwise cannot be
accounted for in a two-dimensional model. It is noticed that the
average values calculated above depend on the current, which is
obtained from the solution of the electrochemistry model. Hence
these boundary conditions are also updated during each iteration
of the numerical scheme.

2.5.2 Electrochemistry. The present work studies the effect of
thermal contact conductance at the GDL/current collector inter-
face and anisotropic thermal conductivity on the temperature dis-
tribution inside the cell. It is expected that as the thermal contact
conductance changes, the electrical contact resistance at that in-
terface will also change. In the current model the electrochemical
equations are solved over the MEA. Hence the effect of electrical
contact resistance is taken into account in the boundary condi-
tions. At the GDL/anode interface, they are

�s = U0 − Vcell − iARacontact − iARgdl �11a�

��m = 0 �11b�
At the GDL/cathode interface, they are

�s = iARccontact + iARgdl �12a�

��m = 0 �12b�
The corresponding heat generation terms are also added to the
heat transport equation �Eq. �9��. Again the analysis presented
above is simplified and more complicated issues involving the
anisotropic electrical conductivity of the GDLs have not been ad-
dressed. It should also be noted that the above boundary condi-
tions are dependent on the electric current, which comes out of the
solution of the electrochemical equations. Hence, they are also
updated during each iteration of the numerical scheme, as in case
of the flow boundary conditions.

2.5.3 Heat Transfer Boundary Conditions. The top and bottom
surfaces in the computational domain �see Fig. 2� are assumed to
be insulated �symmetry boundary condition�. Characteristic Re
numbers for flow in the gas channels are low and in the laminar
range. Hence, the heat transfer coefficients for the gas and coolant
channel were calculated using

Nu = 2.98 �13�
since entry lengths are relatively short compared to channel
lengths. Additionally, the channel boundaries are at nearly a uni-
form temperature. The effect of a variable temperature along the
GDL boundary on the overall heat transfer coefficient is ne-

glected. The gas channels were assumed to have a square cross
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ection. The gas and coolant temperatures were assumed to be at
43 K �cell operating temperature�.

2.6 Property Values

2.6.1 Ionic Conductivity. The ionic conductivity of the mem-
rane is computed from the correlation given by �5�

�m = �0.5139� − 0.326�exp�1268� 1

303
−

1

T
�� �14�

here

� = 0.043 + 17.81a − 39.85a2 + 36.0a3 �15�

2.6.2 Cathode Exchange Current Density. The temperature
ependence of the cathode exchange current density is evaluated
rom the correlation given by �47�

ioc�T� = ioc
ref�353 K�exp�−


E

R
� 1

T
−

1

353.15
�� �16�

2.6.3 GDL/Current Collector Thermal Contact Conductance.
here appears to be no experimental data available in the litera-

ure for the thermal contact conductance. Mirmira et al. �48�, Ma-
otta and Fletcher �49�, and Fuller and Marotta �50� have mea-
ured thermal contact conductance values for certain metal-
olymer joints. The thermal contact conductance varied from 100
o 2000 W/m2 K for thicker polymers and from 1000 to
0,000 W/m2 K for thin elastomeric gaskets. Our in-house mea-
urements of this contact conductance yielded a range from 500 to
0,000 W/m2 K, depending on applied pressure �51�. Hence the
hermal contact conductance was varied from 500 to
0,000 W/m2 K in the current analysis.

2.6.4 GDL/Current Collector Electrical Contact Resistance.
ishra et al. �52� measured the electrical contact resistance at this

nterface. The electrical contact resistance varied from 2.0 to
.0 m� cm2 depending on the applied pressure. As the physical
echanisms controlling the thermal and electrical contact resis-

ances are expected to be similar, a linear relationship was as-
umed to exist between the thermal and electrical contact
esistances.

This completes the description of the numerical model. It cap-
ures the basic features of heat generation and transfer inside the

Fig. 2 Temperature distribution for base case operation
EM fuel cell. It is used to study the steady-state temperature
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distributions for different operating conditions. More sophisticated
models involving more complicated phenomena, such as conden-
sation, are to be considered in future work.

3 Numerical Scheme
The above model thus consists of a set of two-dimensional

equations for modeling species conservation, electrochemistry,
fluid flow, and heat conduction inside the cell. The values of vari-
ous parameters used for the model are given in Table 1.

The coupled set of equations was solved iteratively. The heat
conduction equation was solved until the relative error in the over-
all heat balance was 10−3, and the flow equations were solved
using the SIMPLER scheme �53� until the mass source was
10−8. The iterations were continued until convergence criteria
for all the equations were simultaneously met. The computational
domain was divided into a Cartesian grid of size 32�10, and grid
independence was confirmed by solving the problem on a finer
grid. The polarization curve was obtained using the model and the
cathode reference exchange current density was used as a fitting
parameter. The comparison of model results with published ex-
perimental results �54� is shown in Fig. 3, and a good agreement
with the experimental data is obtained except at high current den-
sities. The disagreement at high current densities can be explained
due the fact that the model neglects two-phase effects, three-
dimensional details and also the cell temperature is not maintained

Table 1 Model parameters and properties †54‡

Quantity Value

Gas channel length 7.0E-2 m
Gas channel width �=depth� 10.0E-4 m
Membrane thickness 1.08 E-4 m
Gas-diffusion layer thickness 3.0E-4 m
Catalyst layer thickness 10.0E-6 m
Anode humidification temperature 343 K
Anode inlet flowrate 1200 cm3/min
Cathode humidification temperature 343 K
Cathode inlet flow rate 2200 cm3/min
Coolant water temperature 343 K
Gas-diffusion layer electrical resistivity 0.005 ohm-cm
Gas-diffusion layer porosity 0.4
Membrane porosity 0.4
Anode reference exchange current density 1.0E8 A/m3

Cathode reference exchange current density 3.0E3 A/m3

Entropy change 
S for

H2+ 1
2O2→H2O�liq.�

−162.4 �J /mol K�

Fig. 3 Polarization curve obtained from model and compared

with experimental results †54‡
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onstant as in was done in the experiments �the coolant tempera-
ure is set equal to the cell temperature�. The steady-state results
btained using this model for different operating parameter values
re presented in the next section.

Discussion of Results

4.1 The Base Case. A parametric study is conducted to ex-
mine the effects of various input values on the temperature dis-
ribution inside the fuel cell. In order to analyze the effects of
arious input values, it is important to define reference values
gainst which the variations can be compared. The operating con-
itions for such a base case are given in Table 2. The thermal
onductivity for all the reference materials is assumed to be iso-
ropic. The thermal conductivities of the membrane and GDLs are
ypical values for these materials in a dry state �55�. Any relation-
hip between the electrical and thermal conductivities has been
eglected because of the lack of experimental evidence. The cur-
ent collector plate was assumed to be made of graphite �as in the
xperiment �54��. Other current collector plates made of materials
f different thermal conductivities have not been considered in
his study. The thermal contact conductance value at the current
ollector GDL interface is a typical value for this particular con-
act �see Sec. 2.6.3�. As there is no experimental data currently
vailable on the thermal contact conductance at the GDL/catalyst
ayer interface that contact resistance has not been considered in
ur model. These operating conditions are typical for a PEMFC.
nalysis of this case provides important insights into the thermal
ehavior of the cell. The temperature distribution for this operat-
ng condition is shown in Fig. 2. It qualitatively matches the one-
imensional results obtained by Nguyen and White �9� and Rowe
nd Li �13�.

Inspection of Fig. 2 reveals that the region in the membrane
ear the cathode catalyst layer develops relatively high tempera-
ures. This region is susceptible to water loss due to evaporation.
oss of water in the membrane will result in a reduced ionic
onductivity and loss of active area. Thus the maximum tempera-
ure in the membrane becomes an important output from this
tudy. The region in contact with the current collector tends to be
t a lower temperature than the rest of the MEA. Thus this region
s susceptible to problems associated with condensation of water
apor. Thus the minimum temperature in the GDLs is also an
mportant output, potentially affecting the operation of the fuel
ell. It is also important to know the difference between these two
emperatures. A temperature difference of even 2–3 K can result a
ignificant difference in the saturation pressure for water. This can
ead to vastly different evaporation and condensation characteris-
ics in the vicinity of these two regions. Thus it is important to

inimize the temperature gradients inside the cell.
The contact resistance at the interface between the current col-

ector and GDL is expected to play an important role in determin-

Table 2 Parameter values for base-case condition

arameter Value

ell output voltage 0.65 V
ell operating pressure �cathode and anode side� 2.36 atm
eight of the symmetrical section 1.0E-3 m
hannel width: Current collector width 1:1

sotropic thermal conductivity of membrane and catalyst
ayers kxx=kyy

0.1 W/m K

sotropic thermal conductivity of gas-diffusion layers kxx

kyy

1.0 W/m K

hermal conductivity of air 0.024 W/m K
hermal conductivity of water 0.58 W/m K
hermal conductivity of current collector �graphite� 85.0 W/m K
hermal contact conductance at the diffusion layer/
urrent collector interface

3000 W/m2 K
ng these temperatures. It is also seen that since the current col-

ournal of Heat Transfer
lector also removes excess heat from the MEA, the in-plane
thermal conductivity of GDLs is also expected to play an impor-
tant role in determining the temperature distribution inside the
fuel cell. The following sections present the effects of changing
various parameters on the temperature distribution inside the cell.

4.2 Effect of Current Density. As discussed previously,
many works are available that have assumed the temperature to be
uniform. It is important to know the conditions under which such
an assumption is reasonable. As the operating current density of
the fuel cell increases the cell must dissipate a larger amount of
waste heat. Thus increasing current density can lead to nonuni-
form temperature distribution in the cell. The variation of maxi-
mum temperature in the membrane and the minimum tempera-
tures in the GDLs is shown in Fig. 4. As expected, both the
maximum and minimum temperatures in the cell increase as the
current density increases. It is also seen that the difference be-
tween the two temperatures also increases with increasing current
density. It should be noted that the relationship between fuel cell
temperatures and current density is expected to be nonlinear.
However, as the total temperature rise is only a few degrees, the
nonlinearity is not reflected in the results.

It can also be observed that the difference between the two
temperatures is more than 2 K beyond a current density of around
6000 A/m2. Such a temperature difference will produce a differ-
ence in the saturation pressure of about 4–5 kPa which may be of
significant concern for dry-out or flooding behavior inside the fuel
cell.

4.3 Effect of Thermal Contact Conductance. It was shown
in Sec. 4.1 that the thermal contact conductance at the interface
between the current collector and GDL can play an important role
in fuel cell operation. Figure 5 shows the temperature distributions
for two values of the contact conductance. All other parameters
were kept the same as that for the base case. �The geometry of
Fig. 5 is same as that of Fig. 2. However, now the entire current
collector plate is not shown as the temperature in the current col-
lector plates is uniform because of their high thermal
conductivity.�

It is seen that the temperatures inside the MEA increase with
decreasing thermal contact conductance. A larger area or volume
of the membrane is now at a high temperature. This can lead to a
serious deterioration of the membrane properties, including dry-

Fig. 4 Variation of membrane and GDL temperatures with cur-
rent density
out of the membrane. However, higher temperatures in the cath-

SEPTEMBER 2007, Vol. 129 / 1113



o
t
H
r
t
a
d
H
a

t
t
t
i

G
a
f
G
T
i
a
c
m
i
s
v

r
h
c
a
t
v
m
p
t
d
t

F
t
=

1

de GDL can lead to reduced tendency for condensation, and the
emperatures also tend to be more uniform throughout the MEA.
igher temperatures reduce the membrane ionic conductivity by

educing the water vapor activity and increase the cathode reac-
ion rate. In general however, the fuel cell output characteristics
re more severely affected by the change in membrane ionic con-
uctivity than the corresponding increase in cathode reaction rate.
ence, it is desirable to have lower temperatures in the membrane

nd hence a high value of thermal contact conductance.
A higher value of the contact conductance also results in lower

emperatures in the GDLs. This can exacerbate problems related
o condensation. Therefore, a technique is needed to reduce the
emperatures in the membrane without creating low temperatures
n the GDLs.

4.4 Effect of Anisotropy in Thermal Conductivity of the
as-Diffusion Layer. As mentioned previously, the heat gener-

ted in the cathode catalyst layer and the membrane must be ef-
ectively transferred to the current collector �cooling plate� via the
DLs. The GDLs are constructed from porous, fibrous materials.
heir thermal conductivity is expected to be anisotropic, depend-

ng on the orientation of the fibers. One possible approach to
chieve effective heat transfer is to increase the in-plane thermal
onductivity of the GDL. The effect of changing the in-plane ther-
al conductivity on the overall temperature distribution of the cell

s shown Fig. 6. The normal thermal conductivity was kept con-
tant at the base-case value and the in-plane conductivity was
aried.

It is seen that a low value of the in-plane thermal conductivity
esults in high temperatures in the membrane and formation of a
ot spot. The average temperature in the GDLs in contact with the
urrent collectors is lower than in the isotropic case. This leads to
higher probability of problems associated with condensation in

he GDLs. Such a condition is thus highly undesirable. A higher
alue of the in-plane thermal conductivity, however, leads to a
uch more uniform temperature distribution. The maximum tem-

erature is also lower than the situation involving a low in-plane
hermal conductivity, as shown in Fig. 6. Thus, it would be highly
esirable to tailor the GDLs to have a high value of in-plane

ig. 5 Temperature distribution at two values of thermal con-
act conductance: „a… hcontact=500 W/m2 K, and „b… hcontact
10,000 W/m2 K
hermal conductivity.

114 / Vol. 129, SEPTEMBER 2007
4.5 Effect of Anisotropic Thermal Conductivity of the
Membrane. Nafion is generated by copolymerization of a perflu-
orinated vinyl ether comonomer with tetrafluoroethylene �TFE�
and made into sheets through an extrusion process. This extrusion
process can cause a preferential orientation of fibers in the ma-
chine direction �44�. Hence, the thermal conductivity of the mem-
brane can be expected to be higher in the in-plane direction. The
effect of anisotropic thermal conductivity of the membrane on the
temperature distribution inside the cell is shown in Fig. 7. It ap-
pears that the anisotropic membrane thermal conductivity may not
have a significant impact on the temperature distribution in the
cell unless the normal thermal conductivity is extremely low.

Fig. 6 Effect of anisotropy in thermal conductivity of gas-
diffusion layers on temperature „a… kyy/kxx=0.33 and „b…
kyy/kxx=10.0

Fig. 7 Effect of anisotropy in thermal conductivity of mem-

brane on temperature „a… kyy/kxx=0.33 and „b… kyy/kxx=10.0
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4.6 Effect of Gas-Diffusion Layer Thickness. The thickness
f the GDL tends to be different depending on the manufacturer.
he effect of changing thickness of the GDLs is shown in Fig. 8.
he temperature distributions are shown for two extreme values
f thicknesses. It can be seen that, as expected, a greater thickness
eads to an increase in the area at higher temperatures in the mem-
rane. It can also be noted that in case of a thin GDL, the com-
lete upper half of the cell has lower temperatures than the lower
alf. A thin GDL, even though desirable from a mass diffusion
oint of view, can lead to low temperatures and cause condensa-
ion problems. The lower temperatures in this region can also
ause reduced reaction rates.

In case of thin diffusion layers, it is also important to note that
possible reduction in the resistance to diffusion of the reactant

ases does not compensate for the reduction in the heat transfer
esistance. A thin diffusion layer in fact makes it more difficult for
he reactant gases to reach the catalyst in areas where the GDL is
n contact with the current collector. The resistance to diffusion of
eactant gases reduces only in the region of GDL directly exposed
o the gas channel. Thus in areas where the GDL is in contact with
he current collector, the reactant concentration is not high for the
hin GDL and does not compensate for lower temperatures.
ence, in case of thin GDLs, it is especially important to have a
igh value of the in-plane thermal conductivity.

It can thus be seen that thermal contact conductance at the
DL/current collector interface, in-plane GDL conductivity, and

he GDL thickness are the most important factors affecting the
eat transfer characteristics. These factors are subject to optimiza-
ion within practical limits to achieve the most uniform tempera-
ure distribution inside the cell. The next section analyzes the
imits on the optimum heat transfer performance that can be ob-
ained by varying these parameters and the reasons for those lim-
ts.

4.7 Optimum Heat Transfer Performance and Approxi-
ate Aanalysis. The variation of maximum cell temperature with

he in-plane thermal conductivity for different GDL thicknesses is
hown in Fig. 9. It can be seen that the maximum temperature for
he isotropic case is higher for the thinner GDL. Thus the maxi-

ig. 8 Effect of GDL thickness on temperatures inside the cell
a… GDL thickness�100 �m and „b… GDL thickness�400 �m
um cell temperature does not reduce with thickness of the GDL

ournal of Heat Transfer
as intuitively expected. It can also be seen that the net decrease in
temperature obtained by increasing the in-plane thermal conduc-
tivity reduces with increasing thickness of the GDL. Thus there is
a greater scope to obtain better heat transfer characteristics by
increasing the in-plane thermal conductivity in case of a thin
GDL. It is also seen that in both the cases the maximum tempera-
ture in the cell initially decreases and then levels off beyond a
certain value of the in-plane thermal conductivity. Thus, increas-
ing the in-plane thermal conductivity beyond this point will not
lead to any substantial improvements in the heat transfer charac-
teristics. These trends in heat transfer in the cell can be explained
using the following approximate analysis.

The schematic for the approximate analysis along with the pos-
sible heat flow paths from the high temperature region is shown in
the Fig. 10. The heat generated in the MEA can either be dissi-
pated to the gas flowing in the channel, or it can be conducted to
the current collector, which itself has a high thermal conductivity.
The resistance to heat transfer to the gas channel and current
collector are, respectively, approximately given by

Rgc =
Lx

kxxLy1
+

1

hgasLy1
�17a�

Fig. 9 Variation of maximum fuel cell temperature with in-
creasing y direction thermal conductivity. „All other parameter
values are at base-case condition.…
Fig. 10 A simplified view of heat transfer in a fuel cell
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Rcc =
Ly1

kyyLx
+

Lx

kxxLy2
+

1

hcontactLy2
�17b�

he convective resistance to heat flow at the GDL/gas channel
oundary is about 2–4 times larger than any other resistance in the
ell �for the base-case condition parameters chosen in this analy-
is�. Thus most of the heat flows through the current collector via
ts interface to the GDL. Thus heat transfer characteristics can be
mproved by reducing the resistance to heat flow towards the cur-
ent collector. It can also be noticed from the discussion in the
revious section that as the hotspot is formed near the midpoint of
he gas channel, the resistance to flow in the in-plane direction is
he most critical resistance determining the maximum temperature
n the fuel cell. In this context, it is useful to define the following
imensionless parameter using Eq. �17b�: the ratio of the net nor-
al and interfacial resistance to the total resistance �Rc-cc� given

y

Rc−cc =

Lx

kxxLy2
+

1

hcontactLy2

Ly1

kyyLx
+

Lx

kxxLy2
+

1

hcontactLy2

�18�

The above ratio thus indicates the relative importance of the
hermal contact resistance and the normal resistance for the flow
f heat towards the current collector. A low value of the above
atio would indicate that the maximum temperature in the cell can
e reduced by increasing the in-plane thermal conductivity.

It was shown earlier in this section that a reduction in the GDL
hickness results in an increase in the maximum temperature in the
ell. It can be seen from Eq. �17b� that a reduction in the GDL
hickness decreases the normal resistance �second term in Eq.
17b� and increases the in-plane resistance �first term in Eq. �17b�,
hich is also the larger of the two resistances �Ly1�Lx generally�.
s seen earlier, the in-plane resistance is the most critical resis-

ance determining the maximum temperature in the cell and hence
he cell temperature increases. It was also observed that the maxi-

um temperature in the cell levels off beyond a certain value of
he in-plane thermal conductivity. This is because the ratio Rc-cc
eaches a limiting high value beyond which heat transfer can be
mproved only by increasing the thermal contact conductance.
his also explains the fact that the reduction in maximum tem-
erature for thick GDLs is lower than thin GDLs as the limiting
alue of Rc-cc is reached earlier in the former case as shown in
ig. 9. Thus, in view of the numerical results presented in this
ork using the input values in Tables 1 and 2, the limiting condi-

ion for optimizing the heat transfer characteristics in the fuel cell
s given as

Rc-cc = 0.8 �19�
or all practical purposes �see Fig. 9�. This condition can be used
o determine the optimum combination of GDL thickness and in-
lane thermal conductivity for minimizing temperature gradients
ithin the cell.

Conclusions
The work described herein presents a parametric study on the

ossible effects of anisotropic thermal conductivity and contact
onductance on the temperature distribution inside a fuel cell. The
nalysis leads to some important insights into the temperature
istribution of the cell. Based on the chosen set of operating con-
itions, the following conclusions can be drawn from the analysis:

1. A low value of thermal contact conductance at the GDL/
current collector interface can lead to high temperatures in-
side the fuel cell. This contact conductance is the single
most important factor controlling the temperature distribu-
tion inside a fuel cell.
2. The thermal conductivity of GDLs can have a great impact
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on the temperature gradients inside a cell. It is desirable to
have a high in-plane thermal conductivity for the GDL from
the heat transfer point of view. However there exists an op-
timum value of the in-plane thermal conductivity beyond
which no significant improvement in heat transfer character-
istics can be obtained simply by increasing the thermal con-
ductivity.

3. Thin GDLs lead to a highly nonuniform distribution of tem-
perature. However, there is a greater scope for reducing the
temperature gradients by increasing the in-plane thermal
conductivity in case of thin GDLs than the thicker GDLs.

4. Anisotropic behavior of the thermal conductivity of the
membrane does not have a serious impact on the cell
operation.

It must be noted that the above results are based on a single-phase
model, which neglects the effects of vapor condensation and as-
sociated mass transfer limitations. Moreover, the current study
concentrates only on the heat transfer aspects of the fuel cell per-
formance. A more detailed analysis with more comprehensive
models concentrating on other aspects of fuel cell operation will
be the subject of future publications.
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Nomenclature
A � area �m2�
a � water vapor activity

Ci � species concentration �mol/m3�
c � specific heat capacity �J /kg K�

Dh � hydraulic diameter �m�

E � activation energy �J/mol�

F � Faraday’s constant �C/mol�
h � heat transfer coefficient �W/m2 K�

hcontact � thermal contact conductance �W/m2 K� hcontact

=qinterface� /
Tinterface
i � current density �A/m2�

Ji � source term in the species concentration equa-
tion �mol/m3 s�

j � exchange current density �A/m3�
k � thermal conductivity �W/m K�

kp � hydraulic permeability �m2�
Lx � diffusion layer thickness �m�

Ly1 � gas channel half width �m�
Ly2 � current collector half width �m�
Lw � latent heat of vaporization of water �J/kg�
M � molecular weight �kg/mol�

Nu � Nusselt number Nu=h Dh /kf
noe � electro-osmotic drag coefficient

p � pressure �Pa�
q� � heat source �W/m3�
R � electrical resistance �ohm�, ideal gas constant

�kJ/kg K�
Rgc � thermal resistance to flow to gas channel

�K/W�
Rcc � thermal resistance to flow to current collector

�K/W�
Rc-cc � nondimensional thermal resistance

S � entropy �J /kg K�, source term in continuity
equation �kg/m3 s�

T � temperature �K�
t � time �s�
U0 � open circuit potential �V�
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G

S

R

J

Vcell � cell output voltage �V�
u � velocity �m/s�

reek Symbols
� � charge transfer coefficient
� � porosity
	 � overpotential �V�
� � membrane ionic conductivity �S/m�
� � water content of the membrane
� � viscosity �Pa s�
� � density �kg/m3�
� � viscous stress �Pa�
� � potential �V�

ubscripts
ref � reference

a � anode
c � cathode

contact � interface between two layers
gas � gas �cathode/anode channel�
gdl � gas-diffusion layer

m � membrane
oa � anode reference
oc � cathode reference
sat � saturation

s � solid
xx � normal
yy � in-plane

eferences
�1� Wilkins, F., 2002, “National Hydrogen Energy Roadmap,” U. S. Department of

Energy, url: http://www1.eere.energy.gov/hydrogenandfuelcells/pdfs/
national_h2_roadmap.pdf

�2� Feng, W., Wang, S., Weidou, N., and Chen, C., 2004, “The Future of Hydrogen
Infrastructure for Fuel Cell Vehicles in China and a Case of Application in
Beijing,” Int. J. Hydrogen Energy, 29�4�, pp. 355–367.

�3� Ahluwalia, R. K., Wang, X., Rousseau, A., and Kumar, R., 2004, “Fuel
Economy of Hydrogen Fuel Cell Vehicles,” J. Power Sources, 130�1-2�, pp.
192–201.

�4� Choi, K. H., Peck, D. H., Kim, C. S., Shin, D. R., and Lee, T. H., 2000, “Water
Transport in Polymer Membranes for PEMFC,” J. Power Sources, 86�1-2�, pp.
197–201.

�5� Springer, T. E., Zawodzinski, T. A., and Gottesfeld, S., 1991, “Polymer Elec-
trolyte Fuel Cell Model,” J. Electrochem. Soc., 138�8�, pp. 2334–2342.

�6� Bernardi, D. M., and Verbrugge, M. W., 1991, “Mathematical Model of a Gas
Diffusion Electrode Bonded to a Polymer Electrolyte,” AIChE J., 37�8�, pp.
1151–1163.

�7� Bernardi, D. M., and Verbrugge, M. W., 1992, “A Mathematical Model of
Solid-Polymer-Electrolyte Fuel Cell,” J. Electrochem. Soc., 139�9�, pp. 2477–
2490.

�8� Fuller, T. F., and Newman, J., 1993, “Water and Thermal Management in
Solid-Polymer-Electrolyte Fuel Cell,” J. Electrochem. Soc., 140�5�, pp. 1218–
1225.

�9� Nguyen, T. V., and White, R. E., 1993, “A Water and Heat Management Model
for Proton-Exchange-Membrane Fuel Cell,” J. Electrochem. Soc., 140�8�, pp.
2178–2186.

�10� Djilali, N., and Lu, D., 2002, “Influence of Heat Transfer on Gas and Water
Transport in Fuel Cells,” Int. J. Therm. Sci., 41�1�, pp. 29–40.

�11� Bevers, D., Wohr, M., Yasuda, K., and Oguro, K., 1997, “Simulation of a
Polymer Electrolyte Fuel Cell Electrode,” J. Appl. Electrochem., 27�11�, pp.
1254–1264.

�12� Wohr, M., Bolwin, K., Schnurnberger, W., Fischer, M., Neubrand, W., and
Eigenberger, G., 1998, “Dynamic Modeling and Simulation of a Polymer
Membrane Fuel Cell including Mass Transport Limitation,” Int. J. Hydrogen
Energy, 23�3�, pp. 213–218.

�13� Rowe, A., and Li, X., 2001, “Mathematical Modeling of Proton Exchange
Membrane Fuel Cells,” J. Power Sources, 102�1-2�, pp. 82–96.

�14� Dutta, S., Shimpalee, S., and Van Zee, J. W., 2000, “Three-Dimensional Nu-
merical Simulation of Straight Channel PEM Fuel Cells,” J. Appl. Electro-
chem., 30�2�, pp. 135–146.

�15� Um, S., Wang, C. Y., and Chen, K. S., 2000, “Computational Fluid Dynamics
Modeling of Proton Exchange Membrane Fuel Cell,” J. Electrochem. Soc.,
147�12�, pp. 4485–4493.

�16� Um, S., and Wang, C. Y., 2003, “Three-Dimensional Analysis of Transport and
Electrochemical Reactions in Polymer Electrolyte Fuel Cells,” J. Power
Sources, 125�1�, pp. 40–51.

�17� Berning, T., Lu, D. M., and Djilali, N., 2002, “Three-Dimensional Computa-
tional Analysis of Transport Phenomena in a Fuel Cell,” J. Power Sources,

106�1-2�, pp. 284–294.

ournal of Heat Transfer
�18� Zhou, T., and Liu, H., 2001, “A General Three-Dimensional Model for Proton
Exchange Membrane Fuel Cell,” Int. J. Transp. Phenom., 3�3�, pp. 177–198.

�19� Ju, H., Meng, H., and Wang, C. Y., 2005, “A Single-Phase, Non-Isothermal
Model for PEM Fuel Cell,” Int. J. Heat Mass Transfer, 48�7�, pp. 1303–1315.

�20� Sivertsen, B. R., and Djilali, N., 2005, “CFD-Based Modeling of Proton Ex-
change Membrane Fuel Cells,” J. Power Sources, 141�1�, pp. 65–78.

�21� Baschuk, J. J., and Li, X., 2000, “Modelling of Polymer Electrolyte Membrane
Fuel Cells With Variable Degrees of Water Flooding,” J. Power Sources, 86�1-
2�, pp. 181–196.

�22� Stockie, J. B., 2002, “A Finite Volume Method for Multicomponent Gas Trans-
port in a Porous Fuel Cell Electrode,” in Proceedings of the IMECE’02, 2002
ASME International Mechanical Engineering Congress and Exposition, No-
vember 17-22, 2002, New Orleans, Louisiana, USA, HTD-Vol. 7, pp. 393–
400.

�23� Berning, T., and Djilali, N., 2003, “A 3D, Multiphase, Multicomponent Model
of the Cathode and Anode of the PEM Fuel Cell,” J. Electrochem. Soc.,
150�12�, pp. A1589–A1598.

�24� Wang, C. Y., and Cheng, P., 1997, “Multiphase Flow and Heat Transfer in
Porous Media,” Adv. Heat Transfer, 30, pp. 93–196.

�25� Wang, Z. H., Wang, C. Y., and Chen, K. S., 2001, “Two-Phase Flow and
Transport in the Air Cathode of Proton Exchange Membrane Fuel Cells,” J.
Power Sources, 94�1�, pp. 40–50.

�26� Wang, C. Y., and Cheng, P., 1996, “A Multiphase Mixture Model for Multi-
phase Multi-component Transport in Capillary Porous Media-I. Model Devel-
opment,” Int. J. Heat Mass Transfer, 39�17�, pp. 3607–3618.

�27� Hu, M., Gu, A., Wang, M., Zhu, X., and Yu, L., 2004, “Three Dimensional,
Two-Phase Flow Mathematical Model for PEM Fuel Cell: Part I. Model De-
velopment,” Energy Convers. Manage., 45�11-12�, pp. 1861–1882.

�28� Hu, M., Zhu, X., Wang, M., Gu, A., and Yu, L., 2004, “Three Dimensional,
Two-Phase Flow Mathematical Model for PEM Fuel Cell: Part II. Analysis and
Discussion of the Internal Transport Mechanisms,” Energy Convers. Manage.,
45�11-12�, pp. 1883–1916.

�29� Mazumder, S., and Cole, J. V., 2003, “Rigorous 3-D Mathematical Modeling
of PEM Fuel Cells II. Model Predictions With Liquid Water Transport,” J.
Electrochem. Soc., 150�11�, pp. A1510–A1517.

�30� Sun, H., Liu, H., and Guo, L., 2005, “PEM Fuel Cell Performance and its
Two-Phase Mass Transport,” J. Power Sources, 143�1-2�, pp. 125–135.

�31� Birgersson, E., Noponen, M., and Vynnycky, M., 2005, “Analysis of a Two-
Phase Non-Isothermal Model for a PEMFC,” J. Electrochem. Soc., 152�5�, pp.
A1021–A1034.

�32� Shimpalee, S., Greenway, S., Spuckler, D., and Van Zee, J. W., 2004, “Pre-
dicting Water and Current Distributions in a Commercial-Size PEMFC,” J.
Power Sources, 135�1-2�, pp. 79–87.

�33� Baschuk, J. J., and Li, X., 2004, “A General Formulation for a Mathematical
PEM Fuel Cell Model,” J. Power Sources, 142�1-2�, pp. 134–153.

�34� Nam, J. H., and Kaviany, M., 2003, “Effective Diffusivity and Water-
Saturation Distribution in Single- and Two-layer PEMFC Diffusion Medium,”
Int. J. Heat Mass Transfer, 46�24�, pp. 4595–4611.

�35� Pasaogullari, U., and Wang, C. Y., 2004, “Two-Phase Transport and the Role
of Microporous Layer in Polymer Electrolyte Fuel Cells,” Electrochim. Acta,
49�25�, pp. 4359–4369.

�36� Pasaogullari, U., and Wang, C. Y., 2005, “Two-Phase Modeling and Flooding
Prediction of Polymer Electrolyte Fuel Cells,” J. Electrochem. Soc., 152�2�,
pp. A380–A390.

�37� Yuan, J., Rokni, M., and Sundén, B., 2003, “A Numerical Investigation of Gas
Flow and Heat Transfer in Proton Exchange Membrane Fuel Cells,” Numer.
Heat Transfer, Part A, 44�3�, pp. 255–280.

�38� Musser, J., and Wang, C. Y., 2000, “Heat Transfer in a Fuel Cell Engine,” in
Proceedings of the NHTC’00, 34th National Heat Transfer Conference, Pitts-
burgh, Pennsylvania, August 20–22, NHTC-Vol. 1, pp. 291–297.

�39� Mawardi, A., Yang, F., and Pitchumani, R., 2005, “Optimization of the Oper-
ating Parameters of a Proton Exchange Membrane Fuel Cell for Maximum
Power Density,” J. Fuel Cell Sci. Technol., 2�2�, pp. 121–135.

�40� Kurabayashi, K., 2001, “Anisotropic Thermal Properties of Solid Polymers,”
Int. J. Thermophys., 12�1�, pp. 277–288.

�41� Hansen, D., and Bernier, G. A., 1972, “Thermal Conductivity of Polyethylene:
The Effects of Crystal Size, Density and Orientation on the Thermal Conduc-
tivity,” Polym. Eng. Sci., 12�3�, pp. 204–208.

�42� Morelli, D. T., Heremans, J., Sakomoto, M., and Uher, C., 1986, “Anisotropic
Heat Conduction in Diacetylenes,” Phys. Rev. Lett., 57�7�, pp. 869–872.

�43� Kurabayashi, K., Asheghi, M., Touzelbaev, M., and Goodson, K. E., 1999,
“Measurement of the Thermal Conductivity in Polyimide Films,” J. Microelec-
tromech. Syst., 8�2�, pp. 180–191.

�44� Mauritz, K. A., and Moore, R. B., 2004, “State of Understanding of Nafion,”
Chem. Rev. �Washington, D.C.�, 104�10�, pp. 4535–4585.

�45� Gardner, C. L., and Anantaraman, A. V., 1998, “Studies on Ion-Exchange
Membranes. II. Measurement of the Anisotropic Conductance of Nafion,” J.
Electroanal. Chem., 449�1-2�, pp. 209–214.

�46� Newman, J. S., 1973, Electrochemical Systems, Prentice-Hall, Englewood
Cliffs, Chap. 1.

�47� Parthasarathy, A., Srinivasan, S., and Appleby, J. A., 1992, “Temperature De-
pendence of the Electrode Kinetics of Oxygen Reduction at Platinum/Nafion
Interface—A Microelectrode Investigation,” J. Electrochem. Soc., 139�9�, pp.
2530–2537.

�48� Mirmira, S. R., Marotta, E. E., and Fletcher, L. S., 1998, “Thermal Contact
Conductance of Elastomeric Gaskets,” J. Thermophys. Heat Transfer, 12�3�,

pp. 454–456.

SEPTEMBER 2007, Vol. 129 / 1117



1

�49� Marotta, E. E., and Fletcher, L. S., 1996, “Thermal Contact Conductance of
Selected Polymeric Materials,” J. Thermophys. Heat Transfer, 10�2�, pp. 334–
342.

�50� Fuller, J. J., and Marotta, E. E., 2001, “Thermal Contact Conductance of
Metal/Polymer Joints: An Analytical and Experimental Investigation,” J. Ther-
mophys. Heat Transfer, 15�2�, pp. 228–238.

�51� Hollinger, A., 2006, “Contact Resistance Measurements of Gas-Diffusion Lay-
ers and Membrane for Fuel Cell Applications,” Senior Honors thesis, Depart-
ment of Engineering Science and Mechanics, The Pennsylvania State Univer-
sity, University Park, PA.

�52� Mishra, V., Yang, F., and Pitchumani, R., 2004, “Measurement and Prediction
118 / Vol. 129, SEPTEMBER 2007
of Electrical Contact Resistance Between Gas-Diffusion layers and Bipolar
Plate for Applications to PEM Fuel Cells,” J. Fuel Cell Sci. Technol., 1�1�, pp.
2–9.

�53� Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere,
Washington, D.C.

�54� Wang, L., Husar, A., Zhou, T., and Liu, H., 2003, “A Parametric Study of Fuel
Cell Performances,” Int. J. Hydrogen Energy, 28�11�, pp. 1263–1272.

�55� Saxena, V., and Thynell, S. T., 2007, “Thermal Conductivity Measurements of
Polymer Electrolyte Membrane and Gas-diffusion Layers in PEM Fuel Cell
Using Pulsed Photothermal Radiometry” �in preparation�.
Transactions of the ASME



1

c
l
T
s
m
m
m
b
h
i
i
c
p
c
t
r

o
m
m
d
o
w
d
p
s

d
t

N

c
t
2

J

Ming-Tsung Sun1

Chin-Hsiang Chang2

Department of Mechanical Engineering,
Chang Gung University,
259 Wen-Hwa 1st Road,

Kwei-Shan, Tao-Yuan 333, Taiwan

The Error Analysis of a
Steady-State Thermal
Conductivity Measurement
Method With Single Constant
Temperature Region
A method for steady-state thermal conductivity measurement with single constant tem-
perature region has been developed. To better understand the accuracy of the method a
numerical model is devised and verified by experimental results. The ratios of thermal
conductivity derived from the temperature distribution solutions to that given in the
numerical model are obtained and shown. They can be used to correct the systematic
error of measurement introduced by the one-dimensional approximation. Finally, the
measurement uncertainty due to misalignment of the temperature sensors and the limita-
tion of sensing devices is also investigated. The numerical model is suitable for estimat-
ing the range of confidence in practical measurements. �DOI: 10.1115/1.2739585�

Keywords: steady-state thermal conductivity measurment, systematic error, measurment
uncertainty
Introduction
In the applications of the steady-state measurement of thermal

onductivity, at least two constant temperature regions are be-
ieved to be essential as a heat source and a heat sink, respectively.
he constant temperature region as the heat sink requires cumber-
ome equipment. This limits the use of steady-state measurement
ethods in laboratories and makes them unsuitable for in situ
easurements. In other words, it is hard to apply a steady-state
easurement method in a portable apparatus. Extra care has also

een taken in the insulation of the apparatus when test samples
ave small values of thermal conductivity, such as that of the
nsulation materials. In this case, the destruction of the test sample
s inevitable �1�. However, for the composite insulation materials
onsisting of vacuum layers or glass panels �2�, an inverse com-
utational method to evaluate temperature dependence of thermal
onductivity �3�, or materials with a nonhonogenous inner struc-
ure �4�, nondestructive evaluation of the thermal conductivity is
equired.

In spite of the inconvenience steady-state measurement meth-
ds may bring, they are still widely used due to their reliability in
easuring composite insulation materials. To fulfill the require-
ent of nondestructive steady-state measurement of thermal con-

uctivity, Chuah and Sun �5� proposed a method that requires only
ne constant temperature region as the heat source. A detailed
orking principle of the method is given by Chuang �6� who
evised a microcontroller to perform the automatic measuring
rocedures. Here, we give only a brief description and show the
chematic drawing of the device in Fig. 1.

The method makes use of two electronically controlled heating
evices to keep the heating cover and the heating plate at constant
emperatures, TU and T0, respectively, on one side of the test

1Corresponding author. e-mail: mtsun@mail.cgu.edu.tw
2e-mail: changch@post.savs.ilc.edu.tw
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 10, 2006; final manuscript re-
eived December 14, 2006. Review conducted by A. Haji-Sheikh. Paper presented at
he ASME Summer Heat Transfer Conference �HT2003�, Las Vegas, NV, USA, July

1–23, 2003.

ournal of Heat Transfer Copyright © 20
sample. The diameter of the heating cover is Do and that of the
heating plate is Dc. The heating plate is placed inside the heating
cover with a small gap, g, inbetween them to avoid direct conduc-
tion heat transfer and maintain a larger area of constant tempera-
ture. The heating cover is placed inside a stainless-steel housing.
The enclosed space between two heating devices and the housing
is filled with aerogel.

On the other side of the test sample, a Teflon disk is placed
aligned with the heating compartment to hold five temperature
sensors. The Teflon disk sizes are Dl in diameter and s in thick-
ness. One of the five temperature sensors is located at the center
of the disk and the other four equally spaced on the concentric
circle of radius d. They are placed on the side of the disk next to
the sample.

Making TU and T0 equal, a region of constant temperature can
be formed on one side of a test sample. This ensures that the
heating power of the heating plate will transmit upward into the
test sample only. Since the heat flux moves mostly in the longitu-
dinal direction across the thickness of the test sample, one can
achieve effective one-dimensional heat transfer in the measure-
ment. When the temperatures on both sides of the test sample
become stable, the temperatures, the thickness of the material, and
the heat flux are measured to evaluate the thermal conductivity of
the test sample. Using this method, the thermal conductivity of a
piece of polystyrene foam was measured and compared with the
result using the guarded hot plate method. The relative difference
is within 3% �7�.

However, due to the multidimensional effect and the tempera-
ture distribution on the low-temperature side, the temperature dif-
ference used to calculate the thermal conductivity may greatly
deviate from that in one-dimensional heat transfer. This situation
can be worsened when the sample thickness is larger. Since the
systematic variation is inevitable, it is then a good practice to
estimate the systematic error of the measured thermal conductivity
as a function of the relative sample thickness, H /Do. The geomet-
ric parameter, Dc over Do, is also considered since it contributes to
the systematic error.
As for the random errors, the sources can be the uncertainties of

SEPTEMBER 2007, Vol. 129 / 111907 by ASME
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ensor measurement and imperfect alignment of the five tempera-
ure sensors with the heating compartment. They propagate
hrough the formula used for thermal conductivity evaluation.
oth systematic and random errors require close investigation be-

ore the measurement method can be confidently practiced.
To accomplish the analysis without dealing with the errors

aused by insufficiency in the fabrication skill of the experiment
pparatus, we established a theoretical model in axial symmetric
ylindrical coordinates. The theoretical model is solved numeri-
ally because the boundary conditions of free convection are non-
inear and the thermal conductivities of samples are functions of
emperature. For nonlinear problems such as the wall effect on
ot-wire measurements �8�, numerical solutions are often sought.
rom the model, temperature distribution in the sample can be
olved. The heat flux from the heating plate is determined from
he solution of temperature distribution since the temperature
alue is specified on the boundary of the constant temperature
egion.

With the heat flux and the temperature distribution, the thermal
onductivity can be derived from the numerical simulation ac-
ording to the formula of one-dimensional heat conduction used
y the measuring method. This thermal conductivity, denoted as
E, is different from what is specified in the numerical model,
hich is denoted as kR. The ratio of kE to kR, the k ratio rk
kE /kR, is an indication of measurement deviations from real situ-
tions.

By varying the affecting factors, such as H /Do and Dc /Do, one
an derive a series of k ratios that can be used to correct the
easured thermal conductivity in practical applications. Varying
c /Do provides information of the device’s geometric effect. It
ill be shown in Sec. 4 that the geometric effect is smaller as
c /Do is smaller. However, due to the manufacturing technique it

annot be too small. It is noted that as Dc /Do decreases, the gap,
, is maintained at a constant value as well as Do. That is the area
f the constant temperature region remains fixed while the area of
he heating plate decreases. In this case, the temperature in the gap
an be considered uniformly distributed and with the same value
s that of the heating plate and the heating cover.

Fig. 1 The descriptive diagram of
thermal conductivity.
Finally, the thermal conductivity uncertainty is estimated with
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the analysis of the error caused by the measurement uncertainty
that propagates through the formulation used in the method. In the
analysis, an alternative way of determining the maximum tem-
perature on the lower temperature side is proposed. The thermal
conductivity uncertainty is expressed as a function of the mis-
alignment of the temperature sensors with the centerline of the
heating plate on the lower temperature side.

2 The Experiment
In order to verify the numerical model in this study, an experi-

ment is first carried out. According to the measuring method the
thermal conductivity, kE, is

kE�Tm� =
Q̇H

A�T0 − Tmax�
�1�

where Tmax is the maximum temperature at the lower temperature
side of the test sample and Tm= �T0+Tmax� /2 is the mean tempera-
ture at which the test sample is supposed to possess kE.

If the Teflon disk plate is aligned with the heating plate, Tmax
=T1. Since it is hard to align the two parts in real measurements,
Chuah and Sun �5� proposed an approximate function of tempera-
ture distribution as follows

T�x,y� = c1x2 + c2x + c3y2 + c4y + c5 �2�

where ci, i=1. . .5, are five coefficients to be determined with the
five known locations of temperature sensors and the temperatures
measured from each sensor, respectively. The maximum tempera-
ture Tmax occurs at the location where the partial derivatives of
Eq. �2� with respect to x and y are zero, i.e., �T /�x=0 and
�T /�y=0. Substituting the coordinates solved from the set of the
two equations into Eq. �2�, one can obtain Tmax as

Tmax = c5 − � c2
2

4c1
+

c4
2

4c3
� �3�

However, since the geometry of the device is axisymmetric, the
temperature distribution can also be described by the following

device that measures steady-state
the
function
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T�r� = − ar2 + b = − a��x − x0�2 + �y − y0�2� + b �4�

The maximum temperature is supposed to occur at �x0 ,y0�. Us-
ng least squares fit, one can solve for the unknown parameters a,
, and �x0 ,y0�. In the solutions, b is the maximum temperature,

max, which can be expressed as

Tmax = T1 −
�T2 − T3�2 + �T4 − T5�2

4�T2 + T3 + T4 + T5 − 4T1�
�5�

here T1 is measured from the central sensor; T2 and T3 are mea-
ured from the sensors aligned with the center; and T4 and T5 are
easured likewise but in the perpendicular direction. This form of

emperature distribution is much simpler than Eq. �2� because
here is no need to solve any coefficients.

The geometry of the experimental device has the following di-
ensions: Do=218 mm, H=29 mm, Dc=185 mm, R=240 mm,
l=200 mm, d=40 mm, and s=6 mm. The configuration of ex-
erimental device used is in the upsidedown position of that
hown in Fig. 1. The constant temperature region is controlled at
0=40°C. The test sample we use in the experiment is a piece of
xpanded polystyrene type XI �EPS� thermal foam board.

Due to the quality of the heater controllers, the temperature of
he heating plate can only be maintained at 37.95°C. The ambient
ir temperature, Ta, is 23.35°C. When all the readings are stable
or at least 30 min, they are recorded in Table 1. Tmax is evaluated
rom T1 to T5 using Eq. �5�. Substituting the measurement data
nto Eq. �1�, we have 0.0544 W/m K as the kE of the test sample
valuated at Tm=32.59°C.

The Numerical Model
The numerical model used in this study is based on the heat

onduction equation in cylindrical coordinates. Since the device is
xially symmetric, we only need to consider a two-dimensional
roblem. The governing equation is

�c
�T

�t
=

kr

r

�

�r
�r

�T

�r
� + kz

�2T

�z2 �6�

here � and c are the density and heat capacity of the material
nder testing. To simplify the problem, we first assume that the
est sample has a constant c and isotropic k, i.e., kr=kz. The iso-
ropic k value of the test sample �EPS foam of ASTM designation
ype XI� is a function of temperature as

k = 0.000163 � T + 0.04265 �7�

here temperature T is in °C and k is in W/m K. This formula is
erived by linear regression of the data provided by Thermal
oams, Inc. The thermal conductivity of the Teflon disk plate is
lso a function of temperature �9� as

k = 0.001 � T + 0.323 �8�
here the units are the same as those in Eq. �7�.
The boundary conditions of the numerical model are summa-

ized in Table 2 where the origin of the coordinates is at the center
f the Teflon disk plate on the inner surface �as shown in Fig. 1�.

One may argue that the heat transfer across the interface of two
ontact surfaces depends on the profile of the surfaces as in the
tudies of many, such as Wahid et al. �10–12�. In our model, the
nterfaces locate at the two sides of the test sample in contact with
he heating plate and the Teflon disk plate. As a matter of fact, if

Table 1 The readings of the se

1
°C�

T2
�°C�

T3
�°C�

T4
�°C�

7.18 26.95 27.12 27.08
he k value of the test sample is as small as in our case, the contact

ournal of Heat Transfer
surface effect can be ignored. However, for large k values, dissi-
pative jelly can be applied at the interfaces to fill the voids and
minimize the contact surface effect of the interface air layer.
Therefore, we ignore the effect in our model with the assumption
that one should use dissipative jelly in the practical applications of
the method for measuring the materials of large k value.

As mentioned before, the coefficient of free convection on each
boundary is nonlinear. In this study, we use the empirical formu-
lation of convection coefficient given by Janna �13�. For the ver-
tical surfaces, the formulation is

hL,V =
kf

L
� �0.825 +

0.387RaLC

1/6

�1 + �0.492

Pr
�9/16	8/27


2

�9�

where the unit of convection coefficient is W/m2 K. For the lower
surfaces, the convection coefficient is

hL,Hl
=

kf

L
� 0.27RaLC

1/4 �10�

For the upper surfaces of the test sample, depending on the range
of Rayleigh number the coefficient are given as

hL,Hu
=

kf

L
� 0.54RaLC

1/4, 2.6 � 104 � RaLC
� 107

hL,Hu
=

kf

L
� 0.15RaLC

1/3, 107 � RaLC
� 3 � 1010 �11�

In Eqs. �9�–�11�, kf is the thermal conductivity of the fluid, which
is air in our case; RaLC

is the Rayleigh number based on the
characteristic length LC; Pr is the Prandtl number of the air; and L
is the width of the surface.

Since the measuring method is done under steady-state mea-
surement, the time varying term on the left-hand side of Eq. �6�
equals zero. The successive over relaxation �SOR� method is cho-
sen due to its wide use in parabolic problems. The acceptance
criterion of a convergent solution is that the maximum relative
variation of temperature in the model is less than 10−9.
Asymptotic tests are done first to determine the maximum grid
sizes and the minimum radius of the test sample in the numerical
model.

After the temperature distribution in the numerical model is
solved, the measuring process is simulated by first acquiring tem-
peratures, Ti, at the locations of the five temperature sensors �i

ors and the derived quantities.

T5
�°C�

Q̇
�W�

Tmax
�°C�

Tm
�°C�

27.05 0.541 27.22 32.59

Table 2 The boundary conditions of the model.

r coordinate z coordinate B.C. description

r=0 −s�z�H Axial symmetric
r=R 0�z�H Free conv.a �hL,V�
0�r�Do /2 z=H Isothermal �T=T0�
Do /2�r�R z=H Free conv.b �hL,Hl

�
0�r�Dl /2 z=−s Free conv.c �hL,Hu

�
r=Dl /2 −s�z�0 Free conv.a �hL,V�
Dl /2�r�R z=0 Free conv.c �hL,Hu

�

aEquation �9� on vertical walls.
bEquation �10� on horizontal walls facing downward.
c

ns
Equation �11� on horizontal walls facing upward.
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1,2 ,3 ,4 ,5� and the heat transfer rate of the heating plate, Q̇, out
f the heating plate into the test sample. Tmax can be determined

ccording to Eq. �5�. The heat transfer rate, Q̇, which is supposed
o be the power of the heater on the heating plate, is evaluated as
y

Q̇ = 2���
i=1

m

ri � �ri � k�Ti,n + Ti,n−1

2
� �

Ti,n − Ti,n−1

zn − zn−1
+ �

j=n+1

N �rm

+
�rm

2
� � ��zj � k�Tm,j + Tm+1,j

2
� �

Tm,j − Tm+1,j

rm+1 − rm
+

�zN

2

� k�3Tm,N + Tm,N−1 + 3Tm+1,N + Tm+1,N−1

8
�

�
3Tm,N + Tm,N−1 − 3Tm+1,N − Tm+1,N−1

4�rm+1 − rm� 	 �12�

here zN locates at the interface between the heating plate and the
est sample; rm+�rm /2 locates at the rim of the heating plate; and
zn+zn−1� /2 is the surface where we integrate the heat flux in the

direction. With the resulting Q̇ and Tmax, and the known vari-
bles in the model T0, A= ��Dc

2� /4, and H, the kE from the nu-
erically simulating measurement, can be determined using Eq.

1�. This kE is then divided by kR=k�Tm� evaluated with Eq. �7� to
ive the k ratio for the given parameters.

To analyze the random error of the measurement, we have to
onsider the error from temperature measurement, temperature
ontrol, and the heating power readout that propagate to generate
ncertainty in the measured thermal conductivity �kE. The relative
ncertainty of the measured thermal conductivity ukE

can be ex-
ressed as

ukE
�

�kE

kE
=���Q̇

Q̇
�2

+ � �T0

T0 − Tmax
�2

+ � Tmax

T0 − Tmax

�Tmax

Tmax
�21/2

�13�
In the equation, both the measurement error and the offset of

he temperature sensors that propagate through the temperature
istribution function contribute to �Tmax/Tmax. The situation of
he offset temperature sensors is simulated by finding the tempera-
ure of each sensor from the numerical solution of temperature
istribution on the lower temperature side of the sample with the
esired offset amount.

Results and Discussions
In verifying the numerical model, the numerical model is built

ccording to the setups of the experiment. Except for the constant
emperature region, the temperature distribution on the contact
urface between the sample and the housing is considered. The
emperature in between Do and Dh is specified with linear distri-
ution from T0 to Ta, which is very close to the real situation.
With the parameters specified in the experiment, the asymptotic

ests for the model give the results of 36 longitudinal nodes and
41 radial nodes for the computational domain. The temperature
t the monitoring location where T1 is measured has a relative
ariation of less than 10−4 when the node numbers increase fur-
her.

The results of the simulation are listed in the first row of Table
in which T2–T5 are not listed and are the same due to axial

ymmetric and aligned Teflon disk assumptions. Compared with
he experimental results, although there is at most 3% difference
or all the quantities, the calculated kE using Eq. �1� is also
.0544 W/m K. By this, the numerical model is verified.

In order to see the effect of convection coefficients, the convec-
ion coefficients from Eqs. �9�–�11� are multiplied with a h factor

nd used in the numerical model. The results are shown in the
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second row of Table 3 and indicate that although the convection
coefficients increase by 20%, the predicted kE varies by less than
1%. This shows that the measuring method is insensitive to the
conditions of the environment. It is interesting to note from the

results that the simulated T1 and Q̇ with the 1.2 h factor are much
closer to the experimental ones. Therefore, Janna’s formulation
may not be able to apply directly in this case. Therefore, the 1.2 h
factor is used in the following simulations for error analysis.

To analyze the systematic error of the measuring method, the
relative thickness of the test sample, H /Do, and the relative diam-
eter of the heating plate, Dc /Do, are varied in the numerical
model. The k ratios resulting from the numerical model are shown
in Fig. 2 with solid symbols, in which the case of the experiment
is indicated by an arrow.

In Fig. 2, it is expected that as the thickness of the sample and
the area of the heating decrease relative to the unchanged constant
temperature area, the situation of ideal one-dimensional heat con-
duction can be better approximated. Also, since the radial heat
flux always makes the heating power of the heating plate larger
than what actually penetrates the sample, it consequently intro-
duces a larger k value. That is, the k ratios of this measurement
method are always greater than unity.

However, the k ratio values do not approach unity when the
relative thickness of the sample approaches zero. This is caused
by the discontinuity of the thermal effusivity, which locates at the
edge of the Teflon disk and is near the rim of the heating cover. As
shown in Fig. 3, the discontinuity of thermal effusivity at Dl con-
tributes to the jag of the temperature distribution. The location is

near Dc, which is the outer boundary of Q̇ considered for calcu-

lating the k value. When the sample thickness is small, Q̇ is still
overestimated since the heat flux is greater in regions not covered
by the Teflon disk. To further show this, the discontinuity of the
thermal effusivity is moved away from the rim of the heating
plate, that is, the size of the Teflon disk is enlarged up to the size
where there is no more change to the resulting k ratios. The final
dimension of the disk is 400 mm in diameter with the associated
ratio Dl /Do=1.84, which is twice the original size. The k ratios
obtained with the new model are also shown in Fig. 2 using open
symbols. The k ratios of the same Dc /Do are smaller than before
and approach unity when the relative thickness approaches zero.

Yet, the values of the k ratio are quite large. It is interesting to
see the effect of the temperature distribution outside the constant
temperature region. To do so, the temperatue varying boundary
condition is removed and the values of the k ratio turn out to be
about half of the previous results. They are shown in Fig. 4 with a
different vertical scale. The effect of the rim is much more obvi-
ous in this case for both the value differences and the shape of the
curves.

In addition to isotropic materials, an anisotropic material is
modeled such that its thermal conductivity in the radial direction
is three times that in the longitudinal direction, i.e., kr=3kz. The
resulting k ratios are so close to that of an isotropic material that
they overlap in the figure and are needless to show in the paper.
This result may suggest that the measurement method is insensi-
tive to the type of material under testing, at least for any compos-
ite material whose effective thermal conductivities in two direc-
tions are related by a proportional factor only.

As for the uncertainty of the measured thermal conductivity

Table 3 The simulation results.

h factor
T1

�°C�
Q̇

�W�
Tmax
�°C�

Tm
�°C�

kE
�W/m K�

1.0 27.68 0.524 27.68 32.82 0.0544
1.2 27.29 0.540 27.29 32.62 0.0540
caused by the measurement uncertainties of the temperature read-

Transactions of the ASME



i
m
u
p
f

e
8
p
a

f
t
o
fi
e
l
t
m

d

J

ngs, the temperature control, the heating power reading, and the
isalignment of the Teflon disk is inspected. The measurement

ncertainties considered in our case are ±0.5°C ��Ti� for tem-
erature measurement �considering a random error of ±0.4°C
rom NIST certified standard for a T-type thermocouple and a bias

rror of ±0.3°C�, ±0.0195 W ��Q̇� �using a 10 W heater with an
-bit resolution pulse width modulation �PWM� controller� for the
ower readout, ±0.5°C ��T0� for constant temperature control,
nd d for both xoffset and yoffset.

In the analysis, both the approximate temperature distribution
unctions, Eqs. �2� and �4�, on the lower temperature surface of a
est sample are considered. Equation �13� gives us an estimation
f relative uncertainty of measured k shown in Fig. 5. In the
gure, the left panel is the uncertainty estimated using Eq. �3� to
valuate Tmax while the right panel is that using Eq. �5�. On the
eft panel, ukE

varies axisymmetrically in the range from 0.08939
o 0.13795. On the right panel, ukE

varies more or less axisym-
etrically in the range from 0.08965 to 0.10353. Comparing the

Fig. 2 The k ratio derived from

Fig. 3 The temperature distributio

sample.

ournal of Heat Transfer
two panels, one can see that using Eq. �5� to evaluate Tmax intro-
duces less error than using Eq. �3� with the same amount of mis-
alignment.

The reason for this is more mathematical than physical. Equa-
tions �3� and �5� have the same highest order �second order� of
spatial coordinate, which is high enough to describe the relatively
flat distribution shown in Fig. 3 for r�d. However, with five
temperature sensors, Eq. �3� is the highest-order function one can
use. It cannot tolerate the slightest measuement uncertainty since
five known temperature values determine only five unknown co-
efficients. Nonetheless, with Eq. �5�, the measurement uncertainty
of each temperature is allowed since the least-squared-fit method
is used to solve the four unknowns and has a degree of freedom of
1 �5−4�. If a function of higher-order polynomial is used, the
degree of freedom is reduced. Consequently, the approximated
function tolerates less measurement uncertainty.

In order to observe the effect of measurement uncertainties on
ukE

, the uncertainties are varied with the use of both equations to

ifferent geometric parameters.

n the lower temperature side of a
n o
SEPTEMBER 2007, Vol. 129 / 1123
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valuate Tmax. In Fig. 6, the results in Fig. 5 are repeated as Line
and 2 for the left and right panel, respectively, expressed as the

unctions of radial offset, roffset. If the measurement uncertainties

an be lower, such as �Q̇= ±0.00122 W �using a 10 W heater
ith a 12-bit resolution PWM controller�, the measurement uncer-

ainties �Ti and �T0 being the same as ±0.5°C, the values of ukE
educe significantly and are shown as Lines 3 and 4, respectively.
t is noted that the tendency of variation in ukE

with respect to

offset is independent of the measurement uncertainties.

Fig. 4 The k ratio derived without te
stant temperature region.

Fig. 5 The relative uncertainty of kE caused by the uncerta

embedded in the Teflon disk plate using both Eq. „2… „left panel…

124 / Vol. 129, SEPTEMBER 2007
5 Conclusion
The numerical model for error analysis of the steady-state ther-

mal conductivity measurement method is established. It is verified
by an experiment on a piece of EPS with a prototype measure-
ment device. This model is capable of estimating both systematic
and random error of measurements. With the numerical model,
systematic errors are derived as correction factors �k ratios� to
improve measurement accuracy in practical applications.

In this study, it is found that the diameter of the Teflon disk

erature distribution outside the con-

ies of measurement and the offset of temperature sensors
mp
int

and Eq. „4… „right panel… to evaluate Tmax.
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late, Dl, should be larger than two times Do to minimize the
ystematic error. If one wishes to lower the systematic error fur-
her, the housing outside the constant temperature area should not
ontact with the test sample. It is also realized that the measure-
ent method is insensitive to composite materials whose effective

hermal conductivities in two directions are related to a propor-
ional factor only. Furthermore, the use of approximate tempera-
ure distribution function, Eq. �4�, can better describe the actual
ituation and keep minimal the random error introduced by the
isalignment of temperature sensors. This shows that the goal of

sing an approximate temperature distribution function for k mea-
urement is achieved. The random error in k measurement
trongly depends on the uncertainties of the heating power, mea-
uring temperature, and the misalignment of temperature sensors
n the lower temperature side.

Referring to Fig. 4, by choosing proper geometric parameters,
or example, Dc /Do=0.5 and Dl /Do=1.84, the systematic error
an be kept under 5% within a considerable range of sample
hickness, H /Do�0.27. Therefore, the measurement method is
onsidered to be an affordable method due to its simplicity.

However, for more accurate measurements, the systematic error
as to be taken into account. But the systematic error also depends
n the mean temperature, the ambient temperature, and the k value
f the test samples. Though the systematic error can be expressed
s an empirical function of geometric parameters and tempera-
ures, it is almost impossible to make the function in a closed form
ue to its dependency on the unknown itself. Therefore, it is nec-
ssary to perform a large number of calculations with this numeri-
al model and generate an equal amount of results. By using an
ptimization method, such as artificial neuro networks, together
ith the results, it is possible to seek a calibrating function for real

pplications of the measurement method.
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omenclature
a � coefficient of the alternative approximation

temperature distribution function
A � area of the heating plate, m2

b � coefficient of the alternative approximation

ig. 6 The relative uncertainty of kE caused by the uncertain-
ies of measurement and the offset of temperature sensors in
he radial direction.
temperature distribution function

ournal of Heat Transfer
ci � coefficients of the original approximation tem-
perature distribution function

d � distance of the four temperature sensors from
the center, m

Dc � diameter of the heating plate, m
Dh � diameter of the housing, m
Do � diameter of the constant temperature region, m
Dl � diameter of the Teflon plate, m

hL,Hl � coefficient of free convection on a horizontal
lower surface of width L, W/m2 K

hL,Hu � coefficient of free convection on a horizontal
upper surface of width L, W/m2 K

hL,V � coefficient of free convection on a vertical sur-
face of width L, W/m2 K

H � thickness of a test sample, m
k � thermal conductivity of a homogeneous mate-

rial, W/m K
kf � thermal conductivity of the ambient fluid �air�,

W/m K
kr � translational thermal conductivity of a compos-

ite material, W/m K
kz � longitudinal thermal conductivity of a compos-

ite material, W/m K
kE � measured thermal conductivity of a test

sample, W/m K
kR � real thermal conductivity of the test sample,

W/m K
L � width of a boundary surface of free convec-

tion, m
LC � characteristic length of a free convection sur-

face, m
Pr � Prandtl number of the air

Q̇ � heat transfer rate of the heating plate, W
r � radial coordinate, m

rk � k ratio
R � maximum radius of the test sample in the nu-

merical model, m
RaLC � Rayleigh number based on LC

s � thickness of the Teflon disk plate, m
T0 � temperature of the constant temperature region,

°C
Ta � ambient air temperature, °C
Tc � temperature at the center of the lower tempera-

ture surface, °C
Tmax � maximum temperature on the sample surface

opposite to the constant temperature region, °C
Tm � mean temperature of T0 and Tmax, °C
ukE � relative uncertainty of measured thermal con-

ductivity, kE
x0 ,y0 � location of maximum temperature relative to

the center of the Teflon disk plate, m
z � longitudinal coordinate, m

�r � radial grid size, m
�z � longitudinal grid size, m
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Stochastic Heat Transfer in Fins
and Transient Cooling Using
Polynomial Chaos and
Wick Products
Stochastic heat transfer problems are often solved using a perturbation approach that
yields estimates of mean values and standard deviations for properties and boundary
conditions that are random variables. Methods based on polynomial chaos and Wick
products can be used when the randomness is a random field or white noise to describe
specific realizations and to determine the statistics of the response. Polynomial chaos is
best suited for problems in which the properties are strongly correlated, while the Wick
product approach is most effective for variables containing white noise components. A
transient lumped capacitance cooling problem and a one-dimensional fin are analyzed by
both methods to demonstrate their usefulness. �DOI: 10.1115/1.2739586�

Keywords: stochastic heat transfer, uncertainty, predictions
ntroduction
Most analytic solutions and many experimental analyses for

eat transfer are based upon deterministic systems even though it
s often recognized that thermal properties or boundary conditions

ay possess considerable randomness. Of course, there are some
hermal systems that are well known as being stochastic in nature.
he stochastic effects of weather, solar irradiation, radiation

hrough cloud cover, upwelling radiation in oceans, heat transfer
nd flow in porous media, and the age-old problem of turbulence
ll possess a degrees of random effects that make deterministic
odeling inappropriate. The fields of imaging, remote sensing,

ombustion, and its interaction with flow have similar problems.
here is a large body of current literature about the stochastic
ffects in all of these areas. In heat transfer and fluid dynamics,
robably the most intensely investigated area is that of turbulence.
ven a cursory literature search will turn up an almost uncount-
ble number of citations related to turbulence or its slightly sim-
ler variation, i.e., Burger’s equation, many by mathematicians
ho have approached the topic from the point of view of stochas-

ic differential equations.
Yet even with the longstanding interest in the stochastic nature

f problems such as these and with the benefit of a substantial
ody of work by civil engineers related to the stochastic nature of
tructures and their response to wind loads and earthquakes and
y electrical engineers studying the effects of noise on signal
ransmission for communication and radar detection, both going
ack more than four decades, the heat transfer community has
nly recently begun to consider these effects. Part of the reason
ay be that in many heat transfer experiments there are so many

arameters with inherent randomness that cannot be well quanti-
ed that investigators are willing to accept a considerable degree
f imprecision without trying to quantify it in terms of a stochastic
rocess. For example, maintaining a prescribed temperature at the
oundary is difficult to do, surface convection coefficients are
enerally variable in space and time, particularly for turbulent
ows, and most thermal properties are functions of temperature,
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e.g., conductivity and specific heat capacity, or of surface condi-
tions; e.g., surface emissivity or nucleate boiling conditions. All of
these effects introduce randomness that cannot be easily described
and whose effects are hard to delineate.

Figure 1�a� depicts the stochastic variation in the ambient tem-
perate observed during the transient cooling of a cylinder. The
measured surface heat flux is shown in Fig. 1�b� and compared to
that predicted from a code �1�. How much the heat flux measure-
ments are affected by the time varying ambient air temperature
versus noise in the measurements is open to question. One cer-
tainly expects that the surface heat transfer coefficient is affected
by the varying air temperature and local air currents. While the
question cannot be answered in its entirety, understanding how
randomness affects the results can help us decide whether it is the
measurement noise, the system noise, or the inherent nature of the
stochastic effects that dominate.

Most studies that take randomness into account have been
based on Monte Carlo �MC� simulations. Effective ways to imple-
ment MC analyses and to reduce the variability of the results
�usually referred to as variance reduction� are available �2�. Un-
fortunately, MC studies are computationally expensive and some-
times difficult to formulate. Recently, two other approaches have
been introduced that may make the analyses simpler. The first is
polynomial chaos, introduced by Ghanem and Spanos �3� and
effectively applied to ground water flow, heterogeneous media,
and free convection �4,5�. In the second, Wick products have been
applied to solve partial differential equations whose properties or
boundary conditions are contaminated by white noise by Holden
et al. �6� and colleagues.

The aim of this presentation is to acquaint the general heat
transfer practioneer with the concepts behind these two ap-
proaches and to show how they can be applied to typical heat
transfer problems. For this, we treat two problems, the transient
cooling of a lumped capacity system and the cooling of a fin. The
appropriate equations in non-dimensional form for a constant am-
bient temperature are

d�
= − C� �1�
d�
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d2�

d�2 = C� �2�

here

� =
T�t� − T�

T�0� − T�

and � =
T�x� − T�

T�0� − T�

�3�

here � and � are nondimensional quantities, �= C̄t and �=x�C̄,

ith C̄ being the mean value of C, and C represents either
A /�cV or hP /kA accordingly. For both cases, h is assumed to be
random quantity and we are interested in how T�t� and T�x�

ary. Specifically, we are interested in the mean value of T and the
tandard deviation of T. Because Eqs. �1� and �2� contain coeffi-
ients that are random in nature, they are referred to generically as
tochastic differential equations.

We need to differentiate between the terms random variables,
andom fields, and stochastic processes in this paper. Consider a
robability space �� ,A ,P�, where � represents all possible
vents, and A represents the events actually occurring. There may
e n sets of events actually occurring. For example, in the fin
roblem there may be randomness in both the heat transfer coef-
cient and the thermal conductivity with a specific value of h and
f k constituting a single event. P represents a measure of the
robability, i.e., P�A� is the probability that A occurred. A sto-
hastic process, i.e., X�x ,��, is formally defined as a set of ran-
om variables or random n-vectors �if more than one event A

ig. 1 „a… Measured temporal variation of ambient air tempera-
ure. „b… Measured surface heat flux, during cooling compared
o predicted.
ccurred� where x represents a dimension of the problem, i.e.,
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time, space, or time and space, and � represents a specific real-
ization, i.e. an event. For a specific value of x, say xi, X�xi ,��
represents a random variable or random vector in the probability
space. For each fixed �, say � j, X�x ,� j� represents a real valued
or n-vector valued function over the x-dimensional space.

We reserve the term “random variable” for the case when the
statistical character of C is constant. If its mean and standard
deviation vary with � or � in a fixed and deterministic manner, it
is termed a “random field.” If, on the other hand, C��� is repre-

sented as C̄+	w, where w is white noise we term it as a “Sto-
chastic process,” which will be taken to be homogeneous, i.e., of
constant standard deviation and mean.

Random Variable Versus Stochastic Process
The behavior of the response is significantly different for the

cases of C being a random variable or a white noise process.
For a C a random Gaussian variable with a coefficient of varia-

tion 
�=	�C� / C̄�, the deterministic solution of Eq. �1� is

���� = e−C� �4a�
Using standard equations �see the Appendix� we obtain the ex-
pected value

E������ = e−C̄�e

2�2

2 �4b�
and variance

	2������ = e−2C̄��e2
2�2
− e
2�2

� �4c�

If C is corrupted with white noise, i.e., C= C̄�1+
w�, where w
represents white noise, Eq. �1� is a stochastic differential equation
and we cannot use Eqs. �A4� and �A5�, but must follow Soong �7�
to obtain

E������ = e−C̄� �5a�

	2������ = e−2C̄��e
2� − 1� �5b�
Note the fundamental difference in the solutions. For a random
variable, � appears in conjunction with 
 as 
2�2, while for a
white noise process, it appears as 
2�. It is particularly interesting
that the mean values, Eqs. �4b� and �5a� differ in form and that the
mean value for the white noise process is simply the deterministic

solution based upon C̄. Figure 2 compares the standard deviation
for the two different types of randomness.

Homogeneous Chaos. The basis for both polynomial chaos
and the Wick product is Wiener’s observation that any random
quantity that possesses a finite variance can be represented by a
series of Hermite polynomials in terms of a standard Gaussian

Fig. 2 Comparison of �„�… with respect to � for C being a
random variable and a stochastic process for �=0.2
random variable, that is,
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X��� = �
i=0

�

Xi���hi��� �6a�

here hi��� are Hermite polynomials given by

hi��� = − �1�ie�2/2 di

d�i e
−�2/2 �6b�

nd � is of zero mean and unit standard deviation. This represen-
ation is referred to as homogeneous chaos. The hi��� are ortho-

ormal with respect to the weight function e−�2/2 /�2 over the
ange −� ���� and the first several are shown in Column 2 of
able 1.
Note that since h1���=�, the first two terms of the series are the

tandard representation of a Gaussian random variable with
0�t�=E�X�t�� and X1=	�X�. Equation �1� for C having a white
oise component is usually interpreted in the sense of an Ito equa-
ion �8,9� and has the analytical solution

���� = e−C̄�− 1
2


2�+
B��� �7�

here B��� represents a Brownian process. From Holden et al. �6�,
q. �7� can be formally expanded as

���� = e−C̄��h0�B���
��

� + �
���h1�B���
��

�
+

1

2!
�
���2h2�B���

��
�¯ � �8�

hile most analyses assume Gaussian random variables, it is
lear that other distributions may be more appropriate. In fact,
rom the solution �Eq. �4a��, we see that ���� has a log-normal
istribution and ���� is restricted to the range 0����. Xiu and
arniadakis �10� noted that the representation in terms of Hermite
olynomials may not be the most efficient. They point out that the
ermite polynomials are a subset of Askey polynomials and give

he following table of polynomials that are appropriate for differ-
nt ranges of the random variables �Table 2�.

The use of the appropriate polynomials is optimal, in the sense
f requiring the smallest number of terms in the expansion, and
sing Hermite polynomials to represent non-Gaussian processes
ften requires one or two more terms than the optimal expansion.
he problem comes with mixing the representation. For example,

f C is truly Gaussian, then it should be expanded in Hermite

Table 1 Chaos polynomials

rder
One random

variable
Two random

variables
hi��� �i��1 ,�2�

eroth 1 1
irst � �1

�2
econd �2−1 �1

2−1
�1�2

�2
2−1

Table 2 Orthogonal polynomials

andom variable
Orthogonal
polynomials

Range of
�

aussian Hermite �−�, ��
amma Laguerre �0, ��
eta Jacobi �a ,b�
niform Legendre �a ,b�
ournal of Heat Transfer
polynomials, but the resulting ���� is best approximated with
Laguerre polynomials. However, the approach described above,
Eq. �6a�, which is based upon orthogonality, requires that the
same polynomial be used for all expansions and since one does
not know in advance which would be optimal for representing
����, it is common to express everything in terms of Hermite
polynomials. Xiu and Karniadakis �10� give the details of how to
best represent random variables with differing distributions in
terms of Hermite polynomials.

Positivity
The coefficient C for both Eqs. �1� and �2� must be positive. If

C is taken to be a Gaussian variable, =C̄�1+
��, then the coeffi-
cient of variation, 
 must be restricted so that C�0. Roughly
speaking this means that 
�0.3 and the analyses are limited to
relatively small noise levels. Because of this other distributions
are often used. A common one is the log-normal distribution C
=exp���. Sakamoto and Ghanem �11� give a detailed description
of how to express both random variables and random fields in a
series of Hermite polynomials. They note that as many as five
terms, i.e., up to h5���, may be needed for high accuracy. For our
examples, two terms suffice, as shown in Fig. 3, for 
�0.2. Ap-
proximately as many terms are needed as 
 is in tenths. As we
shall see, for 
 higher than 0.2, one should use the Laguerre
expansion to limit the number of terms needed.

Solving Stochastic Problems
Methods of solving stochastic problems generally involve two

steps:

�1� representing a random field in terms of uncorrected random
variables,

�2� converting all random variables into Gaussian variables.

Inasmuch as lack of correlation does not imply independence,
the second step is necessary for both practical and theoretical
reasons since uncorrelated Gaussian random variables are inde-
pendent. The following sections on polynomial chaos and Wick
products describe methods for achieving the desired conversions.

Polynomial Chaos Expansions for Random Variables
The solution of Eq. �1� is found by expressing ���� as

���� = �
i=0

�

�i���hi��� �9�

and substituting into Eq. �1�, with C represented by Eq. �6a�,
multiplying by hj��� and integrating with respect to the weight

Fig. 3 Representation of f„�… from Eq. „1… by first- and
second-order expansions „Eq. „6a…… for �=0.2
function. The coefficients �i��� satisfy
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d�i���
d�

= − �
k=0

NC

�
j=0

N�
cijk

E�hk
2�

Cj�k��� �10a�

here

E�hk
2���� = k ! and cijk = �1/�2�	

−�

�

hi���hj���hk���e−�2/2d�

�10b�

n Eq. �10a�, we have truncated the series for C and for � at NC
nd N�, respectively.

The results of this representation of ���� in terms of the series
xpansion is a set of coupled equations for �0, �1 , . . . ,�N�

. Fig-
re 4 compares the exact solution, i.e., Eq. �4c�, with solutions of
q. �9� for N�=1,2, and 3.
Even for this relatively small number of terms, the agreement is

ery acceptable. Unfortunately, the simultaneous equations are
oupled as shown in Table 3. For � this is not a serious problem,
ut in the solution for � it can lead to exceptionally large matrices
o invert. Keese �12� describes efficient methods for assembling
nd inverting these matrices.

If 
 is large enough to require several terms in the expansion of
, then this will require an equal number of terms in the expan-

ion of �. For example, if NC=5, then one will need to solve five
oupled equations for a single random variable �.

ultiple Random Variables—White Noise
Consider a problem in which both h and k are random vari-

bles, characterized by �1 and �2, respectively. That is h= h̄

	�h��1 and k= k̄+	�k��2. In determining the probability density
f���, we need to recognize that at any value of �, � may be found
n the range � to �+�� for several different, but disparate,
anges of h and k, and the determination of f��� may be challeng-
ng �13�. Ghanem and Spanos �3� have extended Wiener’s concept
f homogenous chaos to represent the effect of several different
andom variables by expanding in a series of generalized chaos
olynomials in terms of standard Gaussian random variables, i.e.,
1, �2 , . . . ,�N:

ig. 4 Convergence of the polynomial chaos solution to the
xact value for C being a random variable

Table 3 Equations for polynomial chaos

�0 /d�=−�0−
�1

�1 /d�=−�1−
�0−2
�2

�2 /d�=−�2−
�1−3
�3

�3 /d�=−�3−
�2−4
�4
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���� = �
i=0

�

�i���Hi��1, . . . ,�N� �11�

where

Hk��1
i1,�2

i2, . . . ,�n
in� = �− 1�ke�2/2 dk

d�1
i1�2

i2
e−�2/2 �12a�

with

�2 = �1
2 + �2

2 + ¯ �n
2 �12b�

and ij represents the number of times that � j appears in Hk and
i1+ i2+ ¯ in=k. For any given order of the generalized chaos
polynomial Hk��1

i1 ,�2
i2 , . . . ,�n

in� there are several unique polynomi-
als, e.g., for H2, we have H2��1 ,�2�, H2��1 ,�3�, H2��1 ,�n�, et seq.
For each unique polynomial, there is an associated coefficient in
the series �Eq. �11��. Following Ghanem and Spanos, we represent
Eq. �11� in terms of these unique polynomials as a truncated se-
ries:

���� = �
i=0

P

�i����i��� �13�

For two random variables �1 and �2, the expressions for �0, �1,
and �2 are shown in column 3 of Table 1. Ghanem and Spanos
termed this extension of homogeneous chaos, polynomial chaos,
and the technique has been used in solving multi-random variable
problems �4,5�.

The total number of terms P in the series �Eq. �13�� is given by

P =
�N� + N��!
N� ! N�!

�14�

Thus, even though the expansion �Eq. �13�� is limited to a rela-
tively low-order polynomial �k, the number of coefficients of �k
that must be evaluated increases at exceptional speed. For ex-
ample, using a third-order polynomial with two random variables
leads to solving ten coupled equations.

Random Fields and the Karhunen-Loeve Expansion
If C is a random field, not a random variable, we can subdivide

the region 0����max into small increments, and assign different
values of C to each subdivision when integrating with respect to �.
How to choose the value of C appropriate to the increment � to
�+�� is an open question �14�. Common choices are the midpoint
value or some spatial average over the increment. In general, mid-
point, values tend to overpredict the variability in ���� and spatial
averaging under predicts the variability. Regardless of the choice,
the numerical solution of Eq. �1� causes no conceptual difficulties,
but it means that each solution is unique and that drawing general
conclusions is not possible.

Suppose that the random field is homogeneous, i.e., its mean
and standard deviation are constant with respect to �, but that the
properties are spatially correlated, i.e., that is E�C��i� ,C�� j��
=�C�Ci ,Cj�. Let V be a vector of C��i� , . . . ,C��n� that character-
izes the random field. Because the covariance matrix �C is sym-
metric and positive definite, there is a transformation from V to �
for which �� is diagonal; i.e., the components of the new vector
� are uncorrelated. In the multivariate statistical literature, these
new random variables are referred to as principal components. In
the transformation V=U�, the matrix U is formed from the eigen-
vectors of �C. Note that while uncorrelated, the new random vari-
ables are not independent.

If instead of discrete values of C, a continuous distribution is
used, then the approach described above leads to the Karhunen-
Loeve expansion in terms of continuous eigenfunctions �see Gha-
nem and Spanos �3� for details�. Inasmuch as only a few such

eigenfunctions are known analytically, one generally resorts to
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umerical evaluation, often using the finite element approach,
hich is then the equivalent of the discrete process described

bove.
If C is a Gaussian random field, then lack of correlation implies

ndependence. The resulting random field in terms of � is now
omposed of as many independent vectors, whose components are
he values of C to be associated with each increment of �, as there
re increments in � and from the size of the expansion �Eq. �14��
he problem has become almost intractable.

The standard deviation associated with each vector equals its
igenvalue �, and thus the combined variance of the first N vec-
ors is

	2��� = �
i=1

N

�i
2 �15�

requently, and fortunately, it turns out that if the field has a
easonable degree of correlation and if the vectors � are ordered
n terms of the eigenvalues, with the largest eigenvalue first, the
rst several vectors � contain most of the information and thus

he number of components of � needed to be considered may be
mall, in which case the solution becomes possible. However,
ecause the reduced number of vectors used will not exhibit the
ame combined variance that the original field exhibited, it is
ecessary to scale them to adequately reflect the variability of the
riginal random field �11�. By this approach, one is able to draw
onclusions about the effect of types of correlation and the corre-
ation length upon � and �.

For the case in which C is represented by white noise, Eq. �1�
as solved in two ways. First, the range of � was subdivided into
� equally sized intervals and �i in each interval was assumed to
e an independent Gaussian random variable. Expanding ����
sing first-order Hermite polynomials,

���� = �0��� + �
i=1

N�

�i���h1��i� �16�

ith N�=40 gives the results shown in Fig. 5. The solution of the
oupled equations was obtained using a fourth-order Runge-Kutta
ethod over each of the N� equally sized intervals, ��=�max/N�.

n this approach, good results required that integration interval, ��
atched the random variable interval, N�=N�. Use of fewer val-

es of �i led to unacceptable results. If the K-L expansion was
sed, good results were obtained with a reduced number of terms
s shown. In the first approach we have 41 coupled equations to
olve, in the second, KL+1. The results based upon the one term
xpansion, N�=1, i.e., a Gaussian expansion, are in good agree-
ent with the exact solution and there is no need to employ higher

rder Hermite polynomials in the expansion for ����, as expected

ig. 5 Illustrating the convergence of the K-L approach to
olving Eq. „2… for white noise
rom Fig. 3. However, for C��� given by other than Gaussian

ournal of Heat Transfer
white noise, higher order expansions will generally be needed.

Stochastic White Noise Processes and Wick Products
If the correlation length is large, then only a few vectors must

be considered, but if it is small, then many must be and in the
limit as the field approaches white noise as many vectors as there
are increments in � must be considered as described above. If the
properties constitute a random field, that is their statistics are
known, then solving by using the expansion in terms of �i is
unrealistically expensive and one is limited to solutions that are
unique to the specific random field considered.

However, if C��� is a mean value C̄ modified by white noise, a
different approach has been described by Holden et al. �6�. This
approach is based upon the Wick product. Consider two stochastic
processes, F and G, and let each be represented by an expansion
in generalized chaos polynomials

F = �
i

f iHi G = �
j

giHj �17a�

then the Wick product is defined as

F � G = �
i,j

f igiHi+j �17b�

Wick products have several valuable features. They are associa-
tive, distributive, and commutative. They can be differentiated and
integrated according to the usual rules of calculus. Probably most
important are the relations

E�F � G� = E�F�E�G� if F � G �18a�

F�k = F � F��k−1� with F�0 = 1 �18b�

E�e�X� = eE�X� �18c�

if P�F� = �
n=0

N

anF, P��F� = �
n=0

N

anF�n �18d�

where P�F� is a polynomial in F. Following Holden, one simply
writes the original equation as

d����
d�

= − C��� � ���� �19�

and integrates as though it were an ordinary differential equation
to obtain

���� = �0e�−C� �20�

Using Eq. �18c�, we find the expected value of ���� to be

E������ = e−E�C�� = e−C̄� �21�

To find the standard deviation of ���� we cannot use Eq. �18a�
since F=� and G=�. Instead, we can show that

E��2� = e
2�E�� � �� �22a�
and thus

	2��� = e−2C̄��e
2� − 1� �22b�

in agreement with Eq. �5b�. Note the term 
2�. If the equation is
not non-dimensionalized, the units of this product are clearly in-
consistent. For a Brownian process B���, 	2�B�=�, and it is for
this reason that one must be careful in formulating the equation to
solve.

When an analytical relationship between E����� and E��2�
is not available, then one must expand the solution and the noise
in series �Eq. �11a�� and project the solution onto the space, simi-
lar to the method used for polynomial chaos. An important point is
that the expected value of the solution is simply the first term in

the series, which corresponds to the deterministic solution based
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pon average values of the parameters. The equations for the other
oefficients in the series are coupled to the first and to the preced-
ng terms, not to subsequent terms. Thus, the solution can be
btained in a straightforward recursive way. Figure 6 illustrates
he solution to Eq. �1�.

One must also realize that the use of Wick products is not
ithout questions. Kesse �15� points out the expected value is

ndependent of the statistics of the process, contrary to some
onte Carlo simulation results. Benth and Theting �16� note that

he validity of the Wick product needs to be confirmed mathemati-
ally and physically for each application.

he Fin Problem
Equation �2� for ���� was solved by both methods for C con-

aining a white noise component. The fin was taken to have an
nsulated end and the solution based upon a finite element analysis
sing 40 isoparametric elements. Since there is no analytical so-
ution available for the stochastic problem, we compare the results
o a Monte Carlo simulation. Figure 7 illustrates the range of
ealizations observed.

ig. 6 Convergence of the Wick solution to Eq. „1… for white
oise

Fig. 7 Typical realizations obtained wit

having a white noise component, �=0.1

132 / Vol. 129, SEPTEMBER 2007
Figure 8 compares the standard deviations estimated by the two
methods. The Wick product estimation agrees very well with the
Monte Carlo results. While the shape of the polynomial chaos
solution is similar, it consistently underestimates 	���, even when
40 terms were used in the K-L expansion. The reason for this
underestimation is not known, but we are continuing to investigate
this feature.

Conclusions
The polynomial chaos method can be used for random vari-

ables, fields, or white noise, but involves coupled equations of
which the first, that for the mean response, is dependent upon the
remaining equations, leading to high computing expense. In con-
trast, for white noise stochasticity, the Wick product yields a mean
response, agreeing with equations derived from the Fokker-Planck
equation, that depends only upon average properties. Different
realizations using either method are relatively easy to compute by
simply choosing random values of � and substituting into Eq. �11�.
This means a significant savings over the usual Monte Carlo ap-
proach.

e Monte Carlo solution to Eq. „2… for C

Fig. 8 Standard deviations of �„�… for 10% noise compared to
5000 MC simulations
h th
Transactions of the ASME
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Because of the difficulties in establishing the relationship be-
ween the Wick product and the second moment, the closed form
olution cannot be used and must be replaced by a sequence of
rst-order, but uncoupled, differential equations. The applicability
f this method for general heat transfer problems remains to be
een. Theting �17� has used the Wick method to generate realiza-
ions for flow through porous media. A correlation of C��� to
etter represent reality can be introduced by using a smoothed
hite noise, w�, as described by Holden, who gives a simple

elationship between exp�w� and exp�w that enables a
traightforward solution to Eq. �1� using Wick calculus.
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omenclature
A � area
B � Brownian process
C � hA /�cV or hP /kA
C � average value

E� � � expected �average� value
f � probability density distribution
h � heat transfer coefficient
hi � Hermite polynomial
Hi � generalized Hermite polynomial
k � thermal conductivity
N � number of terms
P � perimeter, probability, number of terms
t � time

w � white noise
x � coordinate
X � stochastic process
V � volume, random field vector

 � coefficient of variation
� � eigenvalue
� � realization
� � non-dimensional temperature for the fin
� � function of two random variables

	� � � standard deviation
� � non-dimensional temperature for the cooling

mass
� � non-dimensional time
� � random value of zero mean and unit standard

deviation
� � random field vector
� � non-dimensional distance

ppendix: Relevant Equations for Stochastic Processes
Let � be a continuous random variable characterized by a prob-

bility density distribution f���. The expected value and standard
eviation of � are given by

E��� = �f���d� �A1�
	

ournal of Heat Transfer
	��� =	 �� − E����2f���d� �A2�

Let y=g�x , t ,�� be a one-to-one transformation on � with the
single inverse �=u�y�x , t��, which maps � into y. The probability
density distribution of any function g�x , t ,�� is then given by

f�g�x,t,��� = f�y� = f
u�y�x,t����J� �A3�

where �J� is the absolute value of the Jacobian of the transforma-
tion from � to y, J=du�� /dy=d� /dy. Consequently, the expected
value and standard deviation of g�x , t ,�� are given by

E�g�x,t�� =	 yf�y�dy =	 g�x,t,��f����J�d� �A4�

	�g�x,t�� =	 �y − E�y��2f�y�dy

=	 
g�x,t,�� − E�g�x,t,����2f����J�d� �A5�

Although it is not always possible to express f�g�x , t ,��� as an
analytic function of g�x , t�, E�g�x , t�� and 	�g�x , t�� can always be
found by numerical integration—although it may be difficult.

Non-one-to-one transformations are more complex and the ap-
propriate development is discussed in Ref. �13�.
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An Experimental Study of the
Friction Factor and Mass Transfer
Performance of an Offset-Strip
Fin Array at Very High Reynolds
Numbers
Thermal-hydraulic performance data for offset-strip fin arrays are readily available in
the range Re�10,000. However, in emerging applications in automotive and aerospace
systems, where fan power is not a constraint and compactness is important, it may be
desirable to operate offset-strip fin heat exchangers at very high Reynolds numbers. In
this paper, friction factor and mass transfer performance of an offset-strip fin array at
Reynolds numbers between 10,000 and 120,000 are characterized. A scale-model, eight-
column fin array is used in pressure drop and naphthalene sublimation experiments, and
the data are compared to predictions of performance given by available analytical mod-
els and extrapolations of the best available correlations. The friction factor data follow
the correlation-predicted trend of decreasing monotonically as the Reynolds number is
increased to 20,000. However, at higher Reynolds numbers, the friction factor increases
as the Reynolds number increases and local maxima are observed in the data. Over the
range investigated, the modified Colburn j factor decreases monotonically as the Rey-
nolds number increases. For Reynolds numbers in the range 10,000�Re�120,000, well
beyond that covered by state-of-the-art correlations, both the friction factor and Colburn
j factor are roughly twice that predicted by extrapolating the best available correlations.
The higher-than-predicted Colburn j factor at very high Reynolds numbers is encourag-
ing for the use of offset-strip fin heat exchangers in emerging applications where com-
pactness is of high importance. �DOI: 10.1115/1.2739599�

Keywords: convective heat transfer, pressure drop, compact heat exchangers, offset-strip
fin, turbulent flow, unsteady flow
Introduction
Compact heat exchangers are used in a wide variety of appli-

ations and are particularly common in air-cooling and heat-
ejection systems for human comfort, food preservation, transpor-
ation, waste-heat recovery, and electronics cooling. The offset-
trip fin geometry is frequently used in such systems to enhance
he air-side performance of compact heat exchangers. Under nor-

al operating conditions, the heat transfer enhancement stems
rom the restarting of the thermal boundary layers as the air flows
hrough the fin array. Because boundary layer restarting decreases
he average boundary layer thickness in the array compared to
ontinuous-fin geometries, the convection coefficient increases. At
eynolds numbers larger than about 1,000 �depending on array
eometry�, vortex shedding is caused by the fin array; flow un-
teadiness associated with vortex shedding also enhances heat
ransfer. At still higher Reynolds numbers, the flow in offset-strip
rrays becomes turbulent. Both vortex shedding and turbulence in
he arrays can enhance heat transfer significantly, but the pressure
rop typically increases commensurately.

In most current applications, offset-strip fin heat exchangers are
perated at low air-side Reynolds numbers to maintain low pres-
ure drops and keep the required fan power low; therefore, vortex
hedding and turbulence—and the attendant enhancements of heat

1Corresponding author. e-mail: michna@iastate.edu
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 27, 2006; final manuscript received

anuary 22, 2007. Review conducted by Gautam Biswas.
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transfer—are not present. The thermal-hydraulic performance of
offset-strip fin heat exchangers operating above Reynolds num-
bers of about 10,000 has not been reported in the open literature.
However, in emerging applications in automotive and aerospace
systems, where fan power is not a constraint and compactness is
important, it may be desirable to operate offset-strip fin heat ex-
changers at very high Reynolds numbers. The offset-strip fin ge-
ometry was chosen for this research because it is a well-known
interrupted-fin geometry that provides excellent heat transfer per-
formance with a lower pressure drop penalty than other
interrupted-fin designs, such as multilouver fins. In addition, for
some of the advanced aerospace applications, the heat exchanger
is intended for use in the liquefaction of air, and the offset-strip fin
geometry is superior to multilouver fins in terms of condensate
management. The research reported here is focused on the mea-
surement of the friction factor and mass transfer coefficient of an
offset-strip array at very high Reynolds numbers, 10,000�Re
�120,000.

The thermal-hydraulic performance of offset-strip fin heat ex-
changers has been studied extensively for low Reynolds number
applications. Because a thorough review of the literature has been
provided by Manglik and Bergles �1�, only a brief discussion of
the literature will be included here, with attention focused on the
most germane articles.

A number of studies have investigated the structure of the flow
through offset-strip arrays. Joshi and Webb �2� investigated the
flow structure in offset-strip fin heat exchangers and observed four

different flow regimes. At the lowest Reynolds numbers, the wake

© 2007 by ASME Transactions of the ASME
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rom the upstream fin was smooth and laminar. At higher Rey-
olds numbers, oscillations occurred where the wake impinged on
he downstream fin. The third regime was characterized by un-
teadiness in the entire region between fins. At the highest Rey-
olds numbers, vortices were shed in the array. Mochizuki and
agi �3� performed flow visualization experiments in offset-strip
n arrays for Re�12,000. Vortices were first observed in the
ownstream section of the array, and as Reynolds numbers in-
reased, the onset of vortex shedding moved upstream. They clas-
ified the flow into three different regimes: steady laminar, oscil-
ating �vortex-shedding�, and turbulent.

DeJong and Jacobi �4� performed an experimental study of the
ow and heat transfer in offset-strip fin arrays. They performed
ow visualization experiments in the range 360�Re�1060 and
ass transfer experiments in the range 300�Re�6000 and pre-

ented local, row-by-row, and surface average behavior. They es-
ablished a direct link between vortex shedding and heat transfer
n the arrays. Using the flow visualization and row-by-row mass
ransfer data, they concluded that vortex shedding began in the
ownstream rows and occurred farther upstream as Reynolds
umber was increased. The mass transfer results were compared
o the theoretical interrupted-plate solution. The mass transfer was
ower than expected in the steady regime due to thermal wake
ffects. In the vortex-shedding regime, however, mass transfer
as significantly higher than expected from the theoretical

nterrupted-plate solution.
A large number of experimental and numerical investigations

ave been reported for the friction factor and heat transfer perfor-
ance of offset-strip fin arrays at air-side Reynolds numbers less

han 10,000. Mochizuki and Yagi �5� performed experiments to
easure the heat transfer and friction factor of seven different

ffset-strip fin heat exchangers in the range 1000�Re�8000.
hey developed correlations relating Colburn j factor and friction

actor to Reynolds number for these exchangers. They found that
oth j and f increased as the fin length decreased, owing to the
ore frequent boundary layer restarting that occurs with smaller

engths. Mochizuki et al. �6� investigated the performance of
ffset-strip arrays in the range 800�Re�10,000. Because of
arkedly different heat transfer and friction factor behavior at the

ow and high Reynolds numbers of their experiments, two differ-
nt sets of correlations were developed: the ranges of the correla-
ions were Re�2000 and Re�2000.

Suzuki et al. �7� performed a combined numerical and experi-
ental investigation of offset-strip fin heat exchangers operating

t low Reynolds numbers. They paid special attention to the effect
f fin thickness on performance in the range Re�1000. For the
eynolds numbers under investigation, it was determined that in-
reasing the fin thickness did not significantly increase the aver-
ge Nusselt number. However, the average Nusselt number of the
rray increased as the fin length decreased for all of the Reynolds
umbers investigated. Two-dimensional studies of inline fin arrays
y Suzuki et al. �8� and Xi et al. �9� identified two mechanisms of
eat transfer enhancement caused by vortex shedding. The first
echanism was the acceleration of the mixing of the thermal
ake of upstream fins. The second was the transport of cool fluid

oward the fin surface and of warm fluid away from the fin surface
aused by the impingement of the vortices on the downstream fin.

Manglik and Bergles �1� performed a thorough review of the
xtant literature in 1995. They used the available data to develop
orrelations for the Colburn j factor and the friction factor that
ncompassed all three of the flow regimes that had been observed.
hey classified these regimes as laminar, transition �or vortex-
hedding or oscillating�, and turbulent flow. These correlations
ere accurate to within 20% for all three of the regimes and may
e the best currently available general correlations for this type of
rray in the range of 200�Re�10,000.

Muzychka and Yovanovich �10� developed analytical models
or the Colburn j factor and friction factor for flow in offset-strip

n arrays. They claimed that the empirically based correlations of

ournal of Heat Transfer
Manglik and Bergles �1� were unsuitable for use outside of the
range 200�Re�10,000 and that considerable uncertainty is ex-
pected if a new design does not fall into the range of parameters
from which the correlations were developed. In the work of
Muzychka and Yovanovich �10�, models were developed for the
flow in the laminar and turbulent regimes. The laminar friction
factor model was obtained by superposition of the Blasius solu-
tion for a flat plate and the fully developed friction factor for a
rectangular duct. The turbulent model was obtained by performing
a force balance which assumes turbulent boundary layers. The
laminar j factor model was obtained by combining the fully de-
veloped duct flow limit with the thermally developing flow as-
ymptote. The turbulent model was obtained using the Reynolds
analogy and the earlier determined turbulent skin friction relation.
The laminar and turbulent models were then combined to form
models ostensibly valid for all Reynolds numbers using the
method of Churchill and Usagi �11�, which required the use of one
empirical parameter. The authors stated that the correlations of
Manglik and Bergles �1� underpredicted both f and j for Re
�200 and Re�10,000, although no experimental data were pre-
sented to verify this claim.

In most current applications, offset-strip fin heat exchangers are
operated in the steady, laminar regime in order to manage fan
power. By operating offset-strip fin heat exchangers in a vortex-
shedding, turbulent regime, much higher convection coefficients
are expected, but there have been no reported experimental studies
of the performance of offset-strip fins operating in the range Re
�10,000. In the research reported in this paper, experiments were
conducted to measure the mass transfer and pressure drop charac-
teristics of an offset-strip fin array at much higher Reynolds num-
bers than have been previously investigated. These experiments
were performed in the range 10,000�Re�120,000, which is up
to an order of magnitude larger in Reynolds number than that
reported in prior work. The thermal-hydraulic performance of
offset-strip fins at high Reynolds numbers, and especially the heat
transfer enhancements expected at such flow rates, might make
them attractive for new applications, where fan power is not a
constraint and compactness is important.

While the experiments detailed in this paper involve only a
single geometry of offset-strip fin, the array was chosen such that
it has a canonical geometry. The fin pitch of the array studied is
equal to the fin length. It can be reasonably expected that other
geometries would exhibit similar behavior in this very high-
Reynolds number range of operation, although the specific effects
of fin thickness, fin length, etc., cannot be determined from these
data.

2 Experimental Method

2.1 Experimental Apparatus. The pressure drop and mass
transfer experiments were performed in an open loop wind tunnel.
This tunnel was connected to a plenum/compressor system ca-
pable of continuously delivering dry air at 1 kg/s and 300 K, at
pressures up to 6.8 atm. The air from this system entered the
laboratory through a control valve, which was used to regulate the
flow rate, and routed to the tunnel though a 76-mm-diameter pipe.
Upon entering the wind tunnel, the flow passed through a radial
diffuser and into a large settling chamber slightly above the labo-
ratory pressure. The flow was conditioned by passing through a
number of wire screens and a hexagonal honeycomb section and
finally through an 11:1 flow-area contraction before entering the
test section. Frontal velocities ranging from 2 m/s to 50 m/s
could be achieved in the test section. A schematic of the wind
tunnel is shown in Fig. 1.

The test section had a cross section of 152 mm�152 mm, and
was made from clear acrylic. The fins in the array had a height of
152 mm, a length of 25.4 mm, and a width of 3.18 mm, and the
fin pitch was equal to the length of the fin as shown in Fig. 2. The

hydraulic diameter of the array was calculated to be 35.0 mm. The
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op plate of the acrylic test section was partitioned to allow for
ast installation and removal of these fins. Four static pressure
aps, placed at the center of each side of the test section, were
ocated just upstream and downstream of the test section. Each set
f four taps was connected with tubing, and the tubing was con-
ected to an inclined manometer to give an average reading of the
ressure drop. A Pitot-static tube was inserted into the flow up-
tream of the test section. It was connected to a second inclined
anometer and was used to measure the dynamic pressure of the

ir flow. A thermocouple was inserted into the large settling cham-
er to measure the temperature of the flow.

Solid aluminum fins were inserted into the test section for the
ressure drop experiments, while different fins, made from low-
arbon steel, were used in the mass transfer experiments. A cavity
.8 mm deep was machined into each side of the fins into which
aphthalene was cast. Geometric details of the fins are provided in
ig. 3.

2.2 Pressure Drop Experimental Procedure. Aluminum fins
ith no cavities for naphthalene were used in the pressure drop

xperiments, ensuring the geometry of the array did not change
ue to sublimation during the measurements. The air flow rate
hrough the test section was set using the control valve, and the
ynamic pressure, the temperature, the pressure drop across the
rray, and the room pressure were recorded for flows in the range
000�Re�120,000.

2.3 Mass Transfer Experimental Procedure. The naphtha-
ene sublimation method has been extensively used to determine

ass transfer rates and infer heat transfer performance �see Gold-
tein and Cho �12� for a thorough review�. The analogy between
ass and heat transfer is direct and simple for laminar flows; the

nalogy is also direct for turbulent flows when the turbulent Lewis
umber is unity. Eckert �13� states in his analysis of the heat and
ass transfer analogy that “all available experimental evidence

ig. 1 Schematic of the wind tunnel used in the pressure drop
nd mass transfer experiments

ig. 2 Schematic of the experimental offset-strip fin array: L
25.4 mm, Fp=25.4 mm, t=3.18 mm, and w „into the page…
152 mm. The fins within the dotted box were used for the

aphthalene sublimation mass transfer measurements.

136 / Vol. 129, SEPTEMBER 2007
points to the fact that Sct=Prt.” Simpson and Field �14� have
shown the turbulent Lewis number is unity for turbulent boundary
layers over a flat plate. In addition, the heat and mass transfer
analogy has been successfully applied in various turbulent flows.
For example, Lewis �15� verified the heat and mass transfer anal-
ogy for turbulent flow through an annulus, and Goldstein and Cho
�12� showed the analogy was valid for turbulent flows over square
and circular cylinders. The application of the analogy to the cur-
rent flow is therefore justified.

In preparation for the mass transfer experiments, the specimens
were made by casting 99.9% pure naphthalene into the cavities of
the fins shown in Fig. 3. The naphthalene was melted in a beaker,
and the molten liquid was poured into the cavity until it was
slightly overfull, ensuring that the naphthalene surface was at least
as high as the fin surface after the shrinkage associated with so-
lidification and cooling. After the naphthalene returned to lab tem-
perature, the excess was removed with a razorblade using the
cavity edges as a guide. The naphthalene surface was polished
with fine-grit sandpaper for smoothness, if necessary, and visually
inspected. The fins were then stored in a sealed, naphthalene-
saturated box until used in the experiment.

Since a well-mixed flow was expected in the array, all 48 of the
fins in the test section contained naphthalene-filled cavities on
both sides, ensuring the free-stream naphthalene concentration
was unaffected by the presence of nonparticipating fins. However,
only the middle three rows, as indicated by the dotted box in Fig.
2, were used to obtain data for the mass transfer measurements.
This approach avoided using the fins nearest the test section walls
for measurements, in order to mitigate edge effects. The 24 fins
that were not to be used for measurements were installed in the
test section and the 24 fins that were to be used for mass transfer
measurements were individually weighed on a precision balance.
These fins were placed into the test section as quickly as possible
through the opening of the top plate. The acrylic pieces covering
the opening were replaced, room pressure was measured, and the
wind tunnel was started.

The flow rate was set using the control valve, and in order to
maintain a constant Reynolds number, the dynamic pressure, as
measured by the Pitot-static tube, was held constant during the
experiment. The temperature of the flow was recorded once per
minute throughout the experiment. An average of this temperature
was used to determine thermophysical properties of the air and the
naphthalene.

The duration of the exposure time of the naphthalene fins was
decided by estimating the mass transfer rate and calculating a
sufficient exposure period to ensure that the amount of naphtha-
lene sublimed would be large enough to result in a small measure-
ment error in the change of mass of the fins. A Mettler AE 200
mass balance was used to measure the mass of the fins to
±0.05 mg, and the change of mass was chosen to be at least
100 mg. Therefore, the uncertainty in change of mass of the fins
was less than 0.1%. The exposure period, however, had to be short
enough that the geometry of the fins did not significantly change
during the test. With the chosen exposure times, the thickness of
the nominally 3.18-mm-thick fins changed by less than 0.1 mm
during the experiments. Exposure times ranged from
8 min to 60 min. The range of Reynolds numbers in the mass
transfer tests was approximately 10,000�Re�120,000, similar to

Fig. 3 Geometry of the fins used in the mass transfer experi-
ments. All dimensions are in mm
the range in the pressure drop experiments.
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Data Reduction

3.1 Pressure Drop Experiments. The properties of air were
etermined using the temperature recorded in the settling chamber
f the wind tunnel and the average pressure of the air in the array.
he frontal velocity of the air was determined from the dynamic
ressure measured by the Pitot-static tube, and the average flow
elocity in the array was calculated from the geometry of the test
ection. The Mach number for the highest flow velocity was cal-
ulated to be less than Ma=0.15. Therefore, compressibility ef-
ects were determined to be unimportant for this flow. The hydrau-
ic diameter, Dh, was calculated using Eq. �1�, where Ac is the

inimum flow area through the array; At is the total heat transfer
rea; Larray is the length of the array; L is the fin length; and w is
he fin height, and the Reynolds number reported here is based on
ydraulic diameter, as is normally the case for offset-strip fin ar-
ays:

Dh =
4Ac

�At/Larray�
=

2wL�Fp − t�
w�L + t� + L�Fp − t�

�1�

The Fanning friction factor, f , was calculated from the pressure
rop measured across the array, �Parray, using Eq. �3�, per Kays
nd London �16�. This equation accounts for pressure losses asso-
iated with the sudden contraction at the entrance to the heat
xchanger, the sudden expansion at the exit, and the acceleration
f the fluid due to the change in density. In this equation, �1
epresents the density of the air at the entrance to the fin array; �2
epresents the density at the exit of the fin array; �m is the average
ensity of air in the array; Kc is the pressure loss coefficient for a
udden contraction; Ke is the pressure loss coefficient for a sudden
xpansion; and � is the ratio of the flow area in the test section to
he frontal area, and was calculated using Eq. �2�:

� =
Fp − t

Fp
�2�

�Parray =
�1Uc

2

2
��Kc + 1 − �2� + 2��1

�2
− 1� + f�4Larray

Dh
� �1

�m

− �1 − �2 − Ke�
�1

�2
� �3�

The values of Kc and Ke were taken from Fig. 5-3 in Kays and
ondon �16�. The values used were taken from the Re=� curves,
s recommended by the authors for interrupted fin surfaces. In
hese experiments, the entrance- and exit-loss terms and the flow
cceleration term in Eq. �3� accounted for 5–10% of the total
ressure drop across the array.

3.2 Mass Transfer Experiments. An experiment was first
erformed to measure the sublimation associated with the weigh-
ng, installation, and removal of the fins from the test section. All
f the experimental procedures for a mass transfer experiment
ere performed, except the wind tunnel was not started. The

hange in mass of each of the 24 fins was recorded, and the
verage mass sublimed during this time, �mexp, was used in the
ata reduction procedure as described below.

The freestream naphthalene vapor density, �nap,�, was zero at
he entrance to the array; however, as the flow passed through the
rray the local mixing-cup species concentration increased due to
ublimation from upstream fins. The local value of �nap,� was
alculated for each row of fins using the rate of sublimation from
he upstream fins as shown in Eq. �4�. In this equation, the index
represents the row number, �dm /dt�i is the average mass transfer

ate of a fin in the ith fin row, and V̇air is the volumetric flow rate
f air:

�nap,�,n = 	
n−1

6�dm/dt�i

˙
�4�
i=1 Vair

ournal of Heat Transfer
Following Sparrow and Hajiloo �17�, a modified Colburn j fac-
tor was used for the mass transfer results. The modified Colburn j
factor was calculated using Eqs. �5�–�7�, where mi is the initial
mass of the fin; mf is the final mass of the fin; Anap is the area of
the naphthalene on a fin; �nap,v is the saturated vapor density of
naphthalene; �t is the duration of the experiment; hm is the mass
transfer coefficient; Dna is the diffusivity of naphthalene in air; Sc
is the Schmidt number; and Sh is the Sherwood number. The
sublimation associated with weighing, installation, and removal of
the specimens, �mexp, is subtracted so the mass transfer coeffi-
cient reflects only the mass sublimed during the wind tunnel ex-
posure:

hm =
�mi − mf� − �mexp

Anap��nap,v − �nap,���t
�5�

Sh =
Dhhm

Dna
�6�

j =
Sh

ReSc0.4 �7�

The use of the heat and mass transfer analogy requires hydro-
dynamic similarity between the heat and mass transfer flows. A
boundary condition for the heat transfer case is that the normal
velocity at the wall is zero. In the mass transfer experiments dis-
cussed here, since naphthalene sublimes from the surface of the
fin at some finite rate, this is not strictly true.

Eckert and Drake �18� used data taken by Hartnett and Eckert
�19� to show that the temperature profile has the same shape as for
flow with zero wall velocity as long as the inequality shown in Eq.
�8� is true. Here, vw is the wall velocity, which can be calculated
using Eq. �9�:

� vw

Uc
�
Rex � 0.025 �8�

vw =
ṁ

�w
�9�

In this equation, ṁ is the mass flux and �w is the mixture den-
sity at the wall. Though this relation was developed from experi-
ments studying the mass transfer from a flat plate in laminar flow,
it has been used to justify the assumption of hydrodynamic simi-
larity under turbulent conditions for other geometries. The value
of the parameter on the left side of the inequality in Eq. �8� for the
mass transfer experiments performed in this study varies from
3.1�10−4 for the lowest Reynolds number to 1.0�10−3 for the
highest Reynolds number. Since this parameter for all experiments
performed is much less than the limit of 0.025, the finite wall
velocity does not significantly affect the similarity of the hydro-
dynamic conditions for the heat and mass transfer experiments.

3.3 Uncertainties. The propagation of uncertainties for re-
duced data followed standard methods �20�. The resulting uncer-
tainty in the value of Re was determined to be less than 5% for
Re�10,000. The uncertainty in the value of friction factor was
always less than 10% for Re�10,000 and improved significantly
as the Reynolds number increased. The uncertainty in the value of
the modified Colburn j factor was less than 7% for all measure-
ments.

4 Results and Discussion

4.1 Pressure Drop. The friction factor results are shown in
Fig. 4. An extrapolation of the friction factor correlation from
Manglik and Bergles �1� has been included in the figure. This
correlation was developed from data at much lower Reynolds
numbers �200�Re�10,000�, and the geometry of the array in-

vestigated here is also slightly outside of the range of the corre-
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ation. Nonetheless, this correlation is the best tool currently avail-
ble to the offset-strip fin heat exchanger designer and is therefore
ncluded for comparison purposes. The prediction of the model
eveloped by Muzychka and Yovanovich �10� is also shown in
ig. 4, since it was reported to be valid for the entire range of
eynolds numbers.
At low Reynolds numbers �Re�20,000�, the friction factor be-

aves as expected from previous work, monotonically decreasing
ith Reynolds number. However, at higher Reynolds numbers the

riction factor increases dramatically as the Reynolds number in-
reases. For Re�50,000, the measured friction factor is approxi-
ately twice that predicted by the extrapolation of the correlation

eveloped from low-Reynolds number data. The data are signifi-
antly over predicted by the model of Muzychka and Yovanovich
10�.

As was noted in Sec. 1, transition to turbulence in the fin array
s anticipated to ensue near Reynolds numbers of 1000, and a fully
urbulent flow is anticipated for Reynolds numbers greater than
bout 10,000. While the correlation of Manglik and Bergles and
he model of Muzychka and Yovanovich span these Reynolds
umbers, neither of these earlier predictions captures the sudden
ncrease in friction factor observed at a Reynolds number of about
0,000. The data suggest the nature of the flow changes signifi-
antly at high Reynolds numbers.

Interestingly, the data exhibit regular increases and decreases in
riction factor with Reynolds numbers at high Reynolds numbers
such as the local maxima at Re=25,000, Re=46,000, and Re
65,000�. The uncertainty in friction factor is very small �about

he symbol size� at high Reynolds numbers, and thus these data
eflect a real effect. These local maxima occurred at the same
eynolds numbers that a very loud acoustic noise was present in

he wind tunnel, most likely from the valve used to regulate the
ow rate. This behavior suggests that the vortex shedding in the
rray may “lock on” to the frequency of the acoustic noise when
he vortex shedding frequency is close to the noise frequency. The
esulting more vigorous or more intense vortex shedding could
ause the increase in friction factor. However, since anemometry
ata are not presented, this explanation is currently only a hypoth-
sis.

4.2 Mass Transfer. The results of the mass transfer experi-
ents are shown in Fig. 5. The heat transfer correlation from

ig. 4 Fanning friction factor of the offset-strip fin array. The
orrelation given by Manglik and Bergles †1‡ and the model
eveloped by Muzychka and Yovanovich †10‡ are shown for
omparison.
anglik and Bergles �1� and the model of Muzychka and Yo-
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vanovich �10� have again been included for comparison purposes.
Results from previous work by Ge �21� using the same array
geometry at low Reynolds numbers are also shown in Fig. 5.
Since no such fits are available for the offset-strip fin geometry in
this Reynolds number rage, a curve fit of the mass transfer data
has been included. This fit has limited applicability. It is only valid
for this particular offset-strip fin geometry in the range 10,000
�Re�120,000. The fit is given in Eq. �10�:

j = 0.2207 · Re−0.3153 �10�
It can be seen that the correlation and model agree very well

with the low-Reynolds number data. However, above a Reynolds
number of about Re=2000, the data begin to diverge from both
the correlation and the model. The modified Colburn j factor in-
creases to approximately twice that predicted by the correlation in
the range Re�30,000, and the model underpredicts the data by
roughly 25%. The model of Muzychka and Yovanovich does not
account for vortex shedding, and turbulent vortex shedding might
occur at the Reynolds numbers of these experiments.

It is noteworthy that the modified Colburn j factor does not
increase dramatically at Re�40,000, as does the friction factor;
nor does the Colburn j factor reflect periodicity in the Reynolds
number. The lack of correlation between f and j indicates break-
down of the Reynolds analogy, and such behavior could be indica-
tive of important flow-separation effects on the friction factor.

Row-by-row mass transfer results are shown in Fig. 6. It is
clear that throughout the Reynolds number range under study, the
mass transfer coefficient on the first fin is lower than those for the
rest of the fins. The second fin shows the highest heat transfer
coefficient. This behavior is most evident at lower Reynolds num-
bers, but is present over the entire range. The increase in mass
transfer coefficient from the first to second rows was also noted by
DeJong and Jacobi �4� in their experiments at Re�1000. They
also noted that the first row of fins was not observed to shed
vortices from the leading edge and suggested that flow oscillations
caused by vortex shedding from the trailing edge of the first row
of fins caused the second row to shed from its leading edge, en-
hancing the mass transfer coefficient. This does not, however,
explain why the second row mass transfer coefficient was larger
than for the rows further downstream. One possible explanation is

Fig. 5 Modified Colburn j factor of the offset-strip fin array.
The curve fit has an R2 value of 0.99. Previous work by Ge †21‡,
the correlation given by Manglik and Bergles †1‡, and the model
developed by Muzychka and Yovanovich †10‡ are shown for
comparison.
that because of the fin offset, there is no thermal wake to impinge
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n the second row, while all of the rows further downstream are
irectly affected by the thermal wake of at least one upstream fin.

Summary and Conclusions
An experimental study of the friction factor and mass transfer

haracteristics of an offset-strip fin array at very high Reynolds
umbers was presented with the objective of developing an un-
erstanding of the flow and heat transfer performance at these
eynolds numbers. The study focused on the Reynolds number

ange 10,000�Re�120,000, which has not been investigated
reviously because the large pressure drops present at these flow
ates are undesirable in traditional applications that require fan-
ower management. However, operation of offset-strip fin heat
xchangers at these flow rates may be useful in emerging appli-
ations where compactness is the most highly valued characteris-
ic of the heat exchanger.

The friction factor data monotonically decrease as Reynolds
umber increases in the range Re�20,000, agreeing well with
revious work. However, as the Reynolds number increases be-
ond this point, the friction factor becomes less dependent on
eynolds number and increases suddenly at about Re=40,000. At
igher Reynolds numbers, the friction factor is approximately
wice that predicted by the correlation of Manglik and Bergles �1�,
ut less than predicted by the model of Muzychka and Yovanov-
ch �10�. In addition, regular increases and decreases of friction
actor with Reynolds number appear at high Reynolds number.
he breakdown of the analogy between momentum and mass

ransfer at high Reynolds numbers suggests that flow separation
ay be important to the unusual friction factor behavior.
The modified Colburn j factor decreases monotonically

hroughout the Reynolds number range. For Re�30,000, j is
pproximately twice that predicted by the extrapolation of the heat
ransfer correlation of Manglik and Bergles and is significantly
nderpredicted by the model of Muzychka and Yovanovich. Inter-
stingly, j does not exhibit the same increases and decreases with
eynolds number manifested by the friction factor. The higher-

han-predicted Colburn j factor at very high Reynolds numbers is
ncouraging for the use of offset-strip fin heat exchangers in
merging automotive and aerospace applications where compact-

ig. 6 Row-by-row modified Colburn j factor in the offset-strip
n array for a wide range of Reynolds numbers
ess is important and fan power is not a constraint.
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Nomenclature
Ac � minimum flow area �m2�

Anap � area of naphthalene on fin �m2�
At � total heat transfer area �m2�

Dh � hydraulic diameter �m�
Dna � diffusivity of naphthalene in air �m2 s−1�

�dm /dt�i � average mass transfer rate of a fin in the ith fin
row �kg s−1�

f � Fanning friction factor
hm � mass transfer coefficient �m s−1�

j � modified Colburn j factor
L � length of fin �m�

Larray � length of array �m�
Ma � Mach number

ṁ � wall mass flux �kg m−2 s−1�
�mexp � mass sublimed during install/removal �kg�

mf � final mass of fin �kg�
mi � initial mass of fin �kg�

�Parray � pressure drop across the array �Pa�
Re � Reynolds number, based on hydraulic diameter

unless noted
Sc � Schmidt number
Sh � Sherwood number
Sh � array averaged Sherwood number
�t � time of exposure �s�

t � thickness of fin �m�
V̇air � volumetric flow rate of air �m3 s−1�
vw � flow velocity normal to the wall �m s−1�
w � height of fin �m�

Greek Symbols
� � density of air �kg m−3�

�w � mixture density at the wall �kg m−3�
�nap,v � density of naphthalene vapor �kg m−3�
�nap,� � density of naphthalene in the core flow

�kg m−3�
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Expansion Ratio Effects on
Three-Dimensional Separated
Flow and Heat Transfer Around
Backward-Facing Steps
Direct numerical simulation methodology clarified the three-dimensional separated flow
and heat transfer around three backward-facing steps in a rectangular channel, espe-
cially effects of channel expansion ratio ER upon them. ER treated in the present study
was 1.5, 2.0, and 3.0 under a step aspect ratio of 36.0. The Reynolds number Re based on
the mean velocity at inlet and the step height was varied from 300 to 1000. The present
numerical results for ER�2.0 were found to be in very good agreement with the previous
experimental and numerical ones in the present Reynolds number range for both the
steady and unsteady flow states. The time averaged reattachment length on the center line
increases with a decrease of ER. The flow became unsteady at RE�700, 600, and 500 for
ER�1.5, 2.0, and 3.0, respectively, accompanying the remarkable increase of the three-
dimensionality of the flow and temperature fields in spite of a very large step aspect ratio
of 36.0. The Nusselt number increases in the reattachment flow region, in the neighbor-
hood of the sidewalls, and also in the far downstream depending on both Re and
ER. �DOI: 10.1115/1.2739619�

Keywords: separated and reattached flow, forced convection, heat transfer, backward-
facing step, DNS
ntroduction
Prediction of the flow and heat transfer in the separated, reat-

ached, and redeveloping regions around a backward-facing step
s very important in relation to many types of fluid machinery and
eat exchangers, and there have been numerous experimental and
umerical works. Published papers have been reviewed thor-
ughly by several authors �1–5�. Since then, new results have
een reported continuously �6–21�. However, there have been
nly a few works of the three-dimensional unsteady flow charac-
eristics and their correlations with the heat transfer behaviors.
ecent numerical simulations of the heat transfer in the three-
imensional separated and reattached flow regions �11,14,21� are
oncerned mainly with the cases at relatively low Reynolds num-
er, in which the flow is steady.

On the other hand, investigations of the channel expansion ratio
ffects upon the flow and heat transfer characteristics have been
oticed to be important in relation to the basic thermal and fluid
echanical aspects and engineering applications, and there have

een several works �22–25� on fully developed turbulent flow.
urst and Tropea �22� and Ötügen �23� studied the expansion ratio

ffects upon the reattachment length. Kuehn �24� and Ra and
hang �25� measured the effects of pressure gradient downstream
f the step. However, in these works some discrepant results are
escribed. That is, the reattachment length increases with an in-
rease of the expansion ratio in �22,24�. On the other hand, Ötü-
en �23� reported inverse results; i.e., the reattachment length is
ound to decrease with an increase of the step height �25�. Further,
here have been only a few investigations of the laminar and tran-
itional flow regimes �19�.

The present authors have numerically studied the flow around
he backward-facing step in order to clarify systematically its de-

1Presently, Shin Nippon Air Technologies Co., Ltd., Tokyo, Japan.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 20, 2006; final manuscript re-

eived September 28, 2006. Review conducted by Louis C. Burmeister.

ournal of Heat Transfer Copyright © 20
pendency on the Reynolds number and the step expansion ratio
ER for three expansion ratios of 1.5, 2.0, and 3.0 �26,27�. In the
case of ER=1.5, where the adverse pressure gradient downstream
of the step is small, the development of flow instability needs an
extraordinarily long streamwise distance, and a developing un-
steady flow state is finally reached far downstream of the step.
Three components of vorticity exhibit approximately an equal
strength, resulting in a very wide region of three-dimensional flow
structure. On the other hand, in the case of ER=3.0, where the
adverse pressure gradient downstream of the step is noticeable,
the shear layer transits quickly to the unsteady state just down-
stream of the separation point. The spanwise vorticity becomes
very strong compared to other components, resulting in the flow
structure similar to the two-dimensional one. In the case of ER
=2.0, two characteristic flow features described above for ER
=1.5, and 3.0 appeared simultaneously.

The purpose of the present study is to predict numerically the
three-dimensional separated flow and heat transfer around three
backward-facing steps in a rectangular channel for both the steady
Fig. 1 Flow configuration and coordinates

SEPTEMBER 2007, Vol. 129 / 114107 by ASME
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nd unsteady states. A direct numerical simulation methodology
ased on the finite difference method was employed in the calcu-
ations and the channel expansion ratio effects upon the flow and
eat transfer features were minutely investigated. Figure 1 illus-
rates the flow configuration treated in the present study along
ith the coordinate system and main physical parameters. The

hannel height is W1 in the upstream and W2 in the downstream.
he spanwise width of channel is W3. The step height H is re-

erred to as the reference length in the present paper. U0 is the
ean velocity at channel inlet. The downstream wall is heated at
constant temperature. It has been clarified in previous experi-
ental studies �28� that the main separation bubble is naturally

ormed downstream of the step, but under certain flow conditions,

Table 1 Conditions o

R 1.5
R
e 300 500
r
ime interval
egion x /H −10 to 50 −10 to 80

y /H 0 to 3.0
z /H

rid 291�91�221 421�91�221
ampling time
ampling size

ig. 2 Grid dependency „Re=300, ER=2.0, AR=36.0, and z /H
0…
f numerical calculation

2.0 3.0
36.0

700, 1000 300, 500, 600, 700, 1000 300, 500, 700, 1000
0.7

0.001H /U0

−10 to 150 −10 to 50 −10 to 50
0 to 2.0 0 to 1.5

−18 to 18
701�91�221 291�61�221 291�45�221

2000H /U0

2�106
Fig. 3 Comparison of streamwise velocity „z /H=0…

142 / Vol. 129, SEPTEMBER 2007
Fig. 4 Comparison of time averaged reattachment length „ER
=2.0, and z /H=0…
Fig. 5 Effect of ER upon time averaged reattachment length

„z /H=0…
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he second separation bubble is detected on the upper wall and the
hird separation bubble appeared downstream of the main bubble
n the lower wall.

undamental Equations and Numerical Procedure
The fundamental equations analyzed are the continuity, mo-
entum, and energy equations for a three-dimensional unsteady
ow of incompressible viscous fluid with constant properties:

� · u = 0 �1�

ut + �u · ��u = − �p +
1

Re
�2u �2�

�t + �u · ��� =
1

Re Pr
�2� �3�

n these equations, physical quantities are nondimensionalized by
*=x /H ,u*=u /U0, p*= p /�U0

2, and �*= ��−�0� / ��w−�0�, respec-
ively. The superscript “*” indicates nondimensional quantities,
nd it is omitted in the above equations. These equations are dis-
retized on the non-uniform orthogonal grid by means of the finite
ifference method. In the time marching of Eq. �2�, the second-
rder Crank-Nicholson method for the convective and viscous
erms, and the first-order Euler backward difference for the pres-
ure terms are employed, respectively. As for the space deriva-

Fig. 6 Time averaged streamwise sur
Re=300; „b… Re=700
ives, the QUICK method is employed for the convection terms

ournal of Heat Transfer
and the second-order central difference for the viscous and pres-
sure terms, respectively. In the QUICK method, the artificial vis-
cosity has been noticed to be large but it was employed in the
present scheme for the stable calculations. Resulting finite differ-
ence equations were solved using the simplified marker and cell
�SMAC� method �29�. The pressure was obtained by solving the
Poisson equation for the pressure correction.

The boundary conditions are as follows. As for the velocity, the
no-slip condition is assumed on the walls and the convection
boundary condition is used at the outlet. At the inlet, the fully
developed laminar channel flow calculated with an approximate
formula by Chiang and Sheu �10� is presumed. As for the tem-
perature, it is assumed to be uniform at the inlet, the lower wall
downstream of the step is heated under the condition of uniform
temperature �w, and other walls are adiabatic. At the outlet, the
second derivative is presumed to be zero in the present scheme.
The velocity correction equations are employed for the boundary
condition of the Poisson pressure correction equation. Therefore,
the boundary condition for the pressure is not necessary on the
walls. In the present calculations, the usual symmetric boundary
conditions are not used on the channel center plane, since the
instantaneous velocity and temperature fields are considered not to
be symmetric there in the unsteady state. Accordingly, the entire
flow and temperature fields are treated in the calculations.

The numerical calculations were performed for three expansion
ratios of ER=W2 /W1=1.5, 2.0, and 3.0 under conditions of the

e friction coefficient on lower wall: „a…
fac
step aspect ratio AR=W3 /H=36.0, the Reynolds number Re from

SEPTEMBER 2007, Vol. 129 / 1143
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00 to 1000, and the Prandtl number Pr=0.7, respectively. The
omputational region extends from 10H upstream of the step to
0H downstream. In the case of ER=1.5, the computational re-
ion is extended to 80H for Re=500 and further to 150H for Re
700 and 1000, since the unsteady features are detected far down-

tream of the step. The calculations were made using a time in-
erval of 0.001H /U0. The sampling time and size were 2000H /U0
nd 2�106 for the mean quantities, respectively. The computa-
ional grids were generated using the orthogonal coordinates with
on-uniform spacing in three directions, and the grids employed
n the present calculations are summarized in Table 1, which in-
ludes other conditions for clearness.

umerical Results and Discussion
In order to confirm the certainty of the present numerical results

hown in the following, some preliminary calculations were made
or a case of ER=2.0 and Re=300 using two grids of 291�61

221 and 341�73�261. The flow configuration treated was a
ackward-facing step of ER=2.0 and AR=36.0, since many pre-
ious experimental and numerical works investigated such a flow.
he three components of velocity, two components of surface fric-

ion, and the Nusselt number on the channel center plane obtained
ith two grids described above were found to be in very good

greement with each other in the entire flow field, as shown in
ig. 2. Accordingly, the grid of 291�61�221 was employed as a
asic one of the computation. However, in the case of ER=3.0,

Fig. 7 Time averaged streamwise sur
Re=300; „b… Re=700
he grid of 291�45�221 was found to be sufficient. Further, in

144 / Vol. 129, SEPTEMBER 2007
the case of ER=1.5, the streamwise calculation area was in-
creased, since the unsteady features of the flow and temperature
were detected to become remarkable far downstream at high Rey-
nolds number greater than 700. Based on these findings, the
streamwise grid points were increased, as shown previously in
Table 1. The minimum grid spacings near the walls are 0.01 in
three directions. This spacing is considered to be very small com-
pared to the boundary layer thickness. Further, the present numeri-
cal results of the streamwise mean velocity profiles at several
cross sections on the center plane for ER=2.0 and Re=500 ob-
tained using the grid of 291�61�221 were compared with the
previous experimental ones �28� for ER=1.94, AR=36.7, and
Re=471. Figure 3 shows their comparison, although the numeri-
cal and experimental conditions are slightly different from each
other. It is very clear that the present numerical results are in very
good agreement with the experimental ones in the whole flow
field, indicating the certainty of the present calculation method
including the grid employed.

Figure 4 represents the time averaged reattachment length XR
on the center line �z /H=0� for ER=2.0, as compared with several
previous numerical and experimental ones �11,16,18,28,30–36�. In
the present study, the time averaged reattachment point on the
channel center line is defined as a point of zero streamwise sur-
face friction. Published numerical and experimental results at low
Reynolds number of Re�300 agree well with each other, al-
though their difference increases at higher Reynolds number. It is

e friction coefficient on upper wall: „a…
fac
clearly shown that our previous two-dimensional calculations �18�
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stimate reasonably well the experimental ones �28�, including the
aximum reattachment length and also its discontinuous decrease

n the transitional Reynolds number regime of Re�500. The
resent three-dimensional simulation results are found to be in

Fig. 8 Time averaged Nusselt numbe

ig. 9 Time averaged reattachment length and position of

aximum Nusselt number „z /H=0…

ournal of Heat Transfer
very good agreement with the experimental ones in a peak area of
XR and also in the transitional flow regime, where XR decreases
steeply with Re. The flow for ER=2.0 is detected to be steady up
to Re=500 but becomes unsteady at Re=600. The difference be-
tween the two- and three-dimensional calculations increases with
an increase of Re, especially in the high Reynolds number region
where the flow is unsteady. These comparisons suggest that the
two-dimensional calculation simulates reasonably well the steady
flow at low Reynolds number; however, it estimates a quantita-
tively different flow at high Reynolds number in which the flow
becomes unsteady.

Figure 5 illustrates the present numerical results of XR on the
center line for ER=1.5, 2.0, and 3.0. The flow becomes unsteady
at Re=700, 600, and 500 for ER=1.5, 2.0, and 3.0, respectively. It
is clearly represented that the reattachment length decreases
greatly at some Reynolds number whose value depends on ER.
That is, the separated shear layer transits to the unsteady one
because of its instability and the transversal movement becomes
severe, resulting in a sudden decrease of XR. Such a transitional
Reynolds number is easily found to be about 700 and 500 for
ER=1.5 and 2.0, respectively. In the case of ER=3.0, there is no
sudden variation of XR in the present results. Further, it is very
clear that the nondimensional reattachment length XR /H increases
with decreasing ER at low Reynolds number. In the case of the
turbulent flow �22,24�, XR /H was found to increase with an in-

n lower wall: „a… Re=300; „b… Re=700
crease of ER. On the other hand, Ötügen �23� reported the inverse
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esults, and in the results by Ra and Chang �25�, it is detected that
R /H decreases with an increase of the step height H at the same
ressure gradient. The reason for such a difference is not clear at
resent and further investigation is considered necessary.

Figures 6 and 7 summarize the time averaged streamwise sur-
ace friction on the upper and lower walls, respectively, at Re
300 and 700 for ER=1.5, 2.0, and 3.0. In order to clarify the
etails of the flow structure near the sidewalls, the results at
/H=17 very close to the sidewall are included along with those
t z /H=0 in the figures. It is clear that the streamwise variation of

fx depends greatly upon ER, Re, and also on the spanwise loca-
ion. Further, their characteristic variations are naturally different

Fig. 10 Streamline „Re=300…: „
n the upper and lower walls.
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In the case of Re=300, there exists one negative region on the
lower wall at both z /H=0 and 17 for all the expansion ratios,
presenting one separation bubble and its streamwise length re-
duces to the sidewalls, as described later in Fig. 12, which shows
the limiting streamlines. On the other hand, Cfx on the upper wall
at z /H=0 shows a short region of negative value for ER=2.0 and
3.0, but is positive over the whole streamwise distance for ER
=1.5. That is, the separation bubble is formed on the upper wall
for ER=2.0 and 3.0 but is not formed there for ER=1.5. In the
neighborhood of the sidewall of z /H=17, the reverse flow exists
for ER=1.5, 2.0, and 3.0, and its streamwise length increases with

R=1.5; „b… ER=2.0; „c… ER=3.0
a… E
a decrease of ER.
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In the case of Re=700, the streamwise variation of Cfx becomes
omplex. On the lower wall, the reverse flow region at z /H=0
ncreases with a decrease of ER and the third separation bubble is
ormed for the case of ER=2.0. The main separation bubble in-
reases greatly for ER=1.5. It is very interesting that Cfx on the
enter line for ER=1.5 increases gently to the downstream even in
he far downstream region. In the neighborhood of the sidewall of
/H=17, the roof eddy brings about a negative region of Cfx in
he upstream part and its length shows no essential variation with
R. On the upper wall, Cfx at z /H=0 becomes negative for ER
2.0 and 3.0 in the upstream region but is positive in the whole

egion for ER=1.5. It shows that the secondary separation bubble
n the upper wall is formed for ER=2.0 and 3.0 but is not formed

Fig. 11 Time averaged streamline „Re=
or ER=1.5. However, in the neighborhood of the sidewall of

ournal of Heat Transfer
z /H=17, the reverse flow is detected for three expansion ratios,
and its streamwise length is the largest for ER=1.5 and the small-
est for ER=3.0.

Figure 8 summarizes the time averaged Nusselt number on the
lower wall at Re=300 and 700 for ER=1.5, 2.0, and 3.0. The
results at z /H=0 and 17 are shown in the figure. In the case of
Re=300, Nu on the center line increases from the step corner to
the downstream, attains the maximum near the reattachment point,
and subsequently decreases monotonically in the redeveloping re-
gion. The maximum of Nu increases with an increase of ER and
its streamwise location shifts to the upstream. Such a variation is
independent of ER. In the neighborhood of the sidewall of z /H
=17, Nu increases steeply from the step corner and reaches the

0…: „a… ER=1.5; „b… ER=2.0; „c… ER=3.0
70
maximum, the magnitude and location of which exhibit a small
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Fig. 12 Limiting streamline on four walls „Re=300…: „a… ER=1.5; „b… ER=2.0; „c… ER=3.0
Fig. 13 Time averaged limiting streamline on four walls „Re=700…: „a… ER=1.5; „b… ER=2.0; „c… ER=3.0
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ependency upon ER. This is a different feature from that at
/H=0. Especially, the value of Numax is much larger than that at
/H=0 for ER=1.5 and 2.0.

In the case of Re=700, the results for ER=1.5 are extremely
ifferent from those for ER=2.0 and 3.0. On the center line of
/H=0, Nu for ER=1.5 increases very slowly to the downstream
nd finally attains a maximum at about x /H=100, far away from
he time averaged reattachment point. Nu for ER=2.0 and 3.0
xhibits a second maximum around the reattachment point of the
hird separation bubble.

In the neighborhood of the sidewall of z /H=17, the results for

Fig. 14 Nusselt number on lower wall „R
R=2.0 are very similar to those at z /H=0. However, Nu for

ournal of Heat Transfer
ER=3.0 shows no sharp peak but a plateau around x /H=10. Fur-
ther, in the case of ER=1.5, four maxima are found in a stream-
wise region to about x /H=60. Such a complicated variation is
presumed to be brought about by the longitudinal vortices formed
near the sidewalls and their shedding to the downstream.

Figure 9 shows the time averaged reattachment length XR and
the streamwise location XN of Numax on the center line as func-
tions of Re for all the expansion ratios. In general, XN is found to
be nearly equal to XR, presenting that the maximum Nusselt num-
ber on the center line is reached at a point very close to the
reattachment one. An exceptional result is detected for ER=1.5

300…: „a… ER=1.5; „b… ER=2.0; „c… ER=3.0
e=
and Re=700. XN is very much larger than XR, as described previ-
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usly. Both XR and XN are found to decrease with an increase of
R except the case of XN for ER=1.5 and Re=700, in which XN
ecreases greatly from about 100H for ER=1.5 to about 13H for
R=2.0. Such a complicated variation of XN is brought about by

he severe three-dimensional flow structure and also a very slow
evelopment to the unsteady flow state, which depends greatly
pon both ER and Re. XN at Re=1000 is also larger than XR.

Fig. 15 Time averaged Nusselt number on lo
ER=3.0
Figures 10 and 11 illustrate the streamlines at Re=300 and 700,

150 / Vol. 129, SEPTEMBER 2007
respectively, for ER=1.5, 2.0, and 3.0. The flow is steady at Re
=300 but unsteady at Re=700 for all the expansion ratios, respec-
tively. The streamlines of fluid particles started from upstream of
the step in the cross sections of z /H= ±17 are presented in the
figures. In general, the fluid particles are greatly reflected into the
lower corner of the step just after the flow separation, then flow
spirally to the channel central region in the main separation

r wall „Re=700…: „a… ER=1.5; „b… ER=2.0; „c…
we
bubble, and subsequently follow to the downstream for all the
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ases. These results suggest the existence of a three-dimensional
everse flow near the sidewalls. However, the spanwise location
rom which the fluid particles move to the downstream depends
trongly upon both ER and Re. That is, in the case of ER=2.0, the
uid particles move almost to the channel center line at Re=300;
owever, follow only to about z /H= ±11 at Re=700. Further, the
egion where the fluid particles spirally move increases with a
ecrease of ER, suggesting that the sidewall effects are severe for
he channel of small expansion ratio.

Figures 12 and 13 present the limiting streamlines on the four
alls downstream of the step at Re=300 and 700, respectively, for
R=1.5, 2.0, and 3.0. At Re=300, the flow structure in the sepa-

ated and reattachment regions is rather simple except in the

Fig. 16 Isosurface of instantaneous enstrop
ER=2.0; „c… ER=3.0
eighborhood of the sidewalls. The reattachment line of the sepa-

ournal of Heat Transfer
ration bubble on the lower wall is clearly illustrated, and the re-
circulation region reduces near the sidewalls. The spanwise region
of nearly two-dimensional flow is found to increase with an in-
crease of ER. On the upper wall, the roof eddy is formed near the
sidewalls and its size seems to increase with a decrease of ER. In
the case of ER=2.0, the secondary separation bubble is clearly
depicted and its spanwise border is connected to the roof eddy
near the sidewall. The flow near the sidewall oncoming from up-
stream of the step is greatly deflected to the lower wall just down-
stream of the separation and follows spirally to the channel center.
Such a flow situation creates locally the large adverse pressure
gradient in the neighborhood of the upper corners of the channel,
resulting in the formation of a roof eddy there.

„Re=700, �=2.0, and T=0…: „a… ER=1.5; „b…
hy
As Re increases to 700 in which the flow is unsteady as de-
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cribed above, the flow structure in the separated and reattachment
egions becomes extremely complicated, as shown in Fig. 13. The
eattachment line on the lower wall and the secondary separation
ubble on the upper wall are clearly depicted, but their flow struc-
ure is greatly different depending on ER. In particular the flow

Fig. 17 Instantaneous Nusselt number on
ER=2.0; „c… ER=3.0
152 / Vol. 129, SEPTEMBER 2007
structure near the sidewalls is largely complex independent of ER.
In the case of ER=1.5, the reattachment line is nearly parabolic
and the separation bubble reduces to the sidewalls. The flow just
downstream of the reattachment line also exhibits the complex
features. The fluid particles near the channel center inside the

wer wall „Re=700, T=0…: „a… ER=1.5; „b…
lo
Transactions of the ASME
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eparation bubble follow from the reattachment point to the side-
alls, are rolled up there, flow spirally to the upstream, and sub-

equently are entrained into the separation bubble or into the lon-
itudinal vortices near the sidewalls.

In the cases of ER=2.0 and 3.0, the separation bubble extends
o the downstream near the sidewalls. The secondary separation
ubble formed on the upper wall is clear for both cases. Its form
s nearly an ellipse for ER=2.0; it extends the whole span for
R=3.0, but it is not clear for ER=1.5. The third separation
ubble formed on the lower wall downstream of the main bubble
xists in the central region for ER=2.0, but it shrinks to a very
arrow one for ER=3.0 although its spanwise length increases. In
eneral, the flow around the roof eddy on the upper wall exhibits
o essential variation with Re. This flow structure on the upper
all is brought about by the longitudinal vortices formed near the

idewalls, which are estimated from the limiting streamlines on
he sidewalls.

Figures 14 and 15 present the time averaged Nusselt number on
he lower wall at Re=300 and 700, respectively, for ER=1.5, 2.0,
nd 3.0. Its spanwise and streamwise variations are evident in the
gures. In general, Nu attains the maximum very close to the
idewalls and it is brought about by the heat transfer enhancement
f the longitudinal vortices. In the case of Re=300, Nu varies
ently in a very wide area except the near sidewall region. Nu for
R=3.0 is exceptionally high in the reattachment region of about
/H=6 along the whole spanwise length.
As Re increases up to 700, the flow becomes unsteady for all

he expansion ratios. In the case of ER=1.5, the vortices of sev-
ral scales are shed from the longitudinal vortices near the side-
alls, extend to the downstream, and finally the unsteady flow

tate is reached over the whole spanwise region far downstream of
he reattachment region. Accordingly, the streamwise variation of
u continues for a very long distance. In the cases of ER=2.0 and
.0, the extremely high value of Nu is attained in the reattachment
egion and just downstream. In the redeveloping flow region, the
ariation of Nu is not severe.

Fig. 18 Time variation and power spectrum of
Figures 16 and 17 represent instantaneous isosurfaces of the

ournal of Heat Transfer
enstrophy ��=2.0� and the corresponding instantaneous Nusselt
number distributions, respectively, at Re=700 for ER=1.5, 2.0,
and 3.0 in order to clarify the three-dimensional vortical structure
in the flow and its correlation with the heat transfer characteris-
tics. In the case of ER=1.5, the large scale longitudinal vortices
exist steadily near the sidewalls, and the small scale vortices are
shed from their downstream part around x /H=30. The whole span
of the channel is finally covered by them at about x /H=80. On the
other hand, in a very wide region, including the separation bubble,
the reattachment region, and downstream �except for the side-
walls�, there is no vortical flow structure. In the case of ER=2.0,
the small scale vortices are radially shed from the two spanwise
locations of about z /H= ±10 in the reattachment region. Some
vortices are also shed from the longitudinal vortices, which locate
steadily in the neighborhood of the sidewalls. Accordingly, the
vortices of various scales are detected in the entire field in a re-
gion from x /H=20 to 30. In the case of ER=3.0, the small scale
vortices are shed from the reattachment region at several spanwise
locations and they diffuse quickly in the redeveloping flow region.
It is very clear that the heat transfer is greatly enhanced in the
regions where the vortices locate. The heat transfer is deteriorated
in the separated flow region because of the steady stagnant flow
there.

Figure 18 illustrates time variations of the velocity fluctuation
v� and its power spectrum at the representative locations down-
stream of the reattachment point in order to show the severe un-
steadiness of the flow at a high Reynolds number of Re=700 for
ER=1.5, 2.0, and 3.0. It is very clear that the velocity fluctuates at
high frequency and its amplitude is very large for ER=1.5 and
2.0, although the result for ER=3.0 presents a very small ampli-
tude. The very large amount of the velocity fluctuation energy
exists at a Strouhal number of about St=0.145, 0.142, and 0.105
for ER=1.5, 2.0, and 3.0, respectively. In the cases of ER=1.5 and
2.0, the large scale vortices are presumed to be shed from the
longitudinal vortices near the sidewalls and from the reattachment
region, respectively, as previously described in Fig. 16. In the case
of ER=3.0, the fluctuation energy is very low, as suggesting the

„Re=700…: „a… ER=1.5; „b… ER=2.0; „c… ER=3.0
�
shedding of very small vortices from the reattachment region.
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oncluding Remarks
The direct numerical simulation methodology with the finite

ifference method was employed to analyze the three-dimensional
eparated flow and heat transfer around three backward-facing
teps in a rectangular channel. Effects of the channel expansion
atio upon the flow and heat transfer characteristics were minutely
nvestigated. The channel expansion ratios treated were 1.5, 2.0,
nd 3.0 under a constant step aspect ratio of 36.0. The Reynolds
umber based on the mean velocity at the inlet and the step height
reated in the calculations was varied from 300 to 1000 in order to
nvestigate both the steady and also unsteady flow features. The

ain results obtained are as follows.

• It is found that the flow for ER=1.5, 2.0, and 3.0 becomes
unsteady at the Reynolds number greater than 700, 600, and
500, respectively.

• The present time averaged reattachment length and the
streamwise mean velocity on the center line for ER=2.0 are
in very good agreement with the previous experimental
ones, even in the unsteady flow state.

• The longitudinal vortices are formed in the neighborhood of
two sidewalls and the vortices having large and small scales
are shed to the downstream. These vortices influence largely
the flow and heat transfer features in the neighborhood of
the sidewalls and bring about the maximum Nusselt number
very close to the sidewalls.

• The time averaged reattachment length on the center line
increases with a decrease of ER in the present Reynolds
number range for both the steady and unsteady flow states.

• The flow structure in the separated and reattachment regions
is detected to exhibit a small dependency upon ER for the
steady state but to vary greatly with ER for the unsteady
state.

• The complexity of flow increases with a decrease of ER for
the unsteady state. Especially, the case of ER=1.5 and Re
=700 presents some very novel features, in which an ex-
tremely long streamwise distance is needed to develop to the
developed flow and the maximum Nusselt number on the
center line is finally attained at about x /H�100 far down-
stream of the time averaged reattachment point. Except for
that case, the maximum Nusselt number on the center line is
reached at the point that is nearly equal to the time averaged
reattachment one.

• The heat transfer characteristics are found to depend greatly
upon such a flow structure. In the case of small expansion
ratios such as 1.5 and 2.0, the Nusselt number is very high
near the sidewalls where the longitudinal vortices are
formed and also in the far downstream where the large and
small scale vortices shed from the reattachment flow region
and the longitudinal vortices are united. In the case of ER
=3.0, the highest Nusselt number is attained in a very small
area of the flow reattachment region.

• Even in the case of a large step aspect ratio such as 36.0
treated in the present study, the three-dimensionality of the
flow is severe and its effects upon the heat transfer are great,
especially in the unsteady flow state.
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omenclature
AR � aspect ratio�W3 /H
Cf � surface friction coefficient��w / ��U0

2 /2�
ER � expansion ratio�W2 /W1
Ex � power spectrum of x

f � frequency

H � step height
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h � heat transfer coefficient�qw / ��w−�0�
Nu � Nusselt number�hH /	
Pr � Prandtl number
p � pressure

qw � heat flux per unit area and unit time
Re � Reynolds number�U0H /

St � Strouhal number�fH /U0
T � nondimensional time�tU0 /H
t � time

U0 � mean velocity at inlet
u � velocity vector �u, v, w�

W1 � upstream channel height
W2 � downstream channel height
W3 � channel width
XN � streamwise location of Numax
XR � time averaged reattachment length

x � coordinates �x, y, z�
� � temperature

�0 � uniform temperature at inlet
�w � wall temperature
	 � thermal conductivity


, � � kinematic viscosity and density, respectively
�w � wall friction stress
� � enstrophy����2 /2
� � vorticity vector

Subscripts
max � maximum

x, y, z � values along x, y, and z axes

Superscripts
— � time averaged
� � unsteady fluctuating
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A Numerical Study of Flow and
Heat Transfer Enhancement Using
an Array of Delta-Winglet Vortex
Generators in a Fin-and-Tube
Heat Exchanger
This work is aimed at assessing the potential of winglet-type vortex generator (VG)
“arrays” for multirow inline-tube heat exchangers with an emphasis on providing fun-
damental understanding of the relation between local flow behavior and heat transfer
enhancement mechanisms. Three different winglet configurations in common-flow-up ar-
rangement are analyzed in the seven-row compact fin-and-tube heat exchanger: (a)
single–VG pair; (b) a 3VG-inline array (alternating tube row); and (c) a 3VG-staggered
array. The numerical study involves three-dimensional time-dependent modeling of un-
steady laminar flow �330�Re�850� and conjugate heat transfer in the computational
domain, which is set up to model the entire fin length in the air flow direction. It was
found that the impingement of winglet redirected flow on the downstream tube is an
important heat transfer augmentation mechanism for the common-flow-up arrangement
of vortex generators in the inline-tube geometry. At Re=850 with a constant tube-wall
temperature, the 3VG-inline-array configuration achieves enhancements up to 32% in
total heat flux and 74% in j factor over the baseline case, with an associated pressure-
drop increase of about 41%. The numerical results for the integral heat transfer quanti-
ties agree well with the available experimental measurements.
�DOI: 10.1115/1.2740308�

Keywords: vortex generator, fin-and-tube heat exchanger, enhanced heat transfer
Introduction
In numerous end-use energy applications, especially in heating,

entilation, air conditioning, and refrigeration �HVACR� systems,
eat exchanger performance has been important in meeting effi-
iency standards with low cost and environmental impact. Ac-
ording to 2002 estimates by the US Department of Energy
EIA�,2 HVACR systems accounted for 58% of the energy used in
esidential buildings and 45% in the commercial buildings. This
sage amounts to an annual expenditure of roughly 32 trillion
ollars for energy consumed by HVACR systems alone. In the
iquid-to-air and phase-change heat exchangers typical to HVACR
ystems, the air-side thermal resistance is the largest single con-
ributor to the overall thermal resistance. For example, the air side
an comprise 75% of the thermal resistance in an evaporator and
5% in a condenser for typical refrigeration applications. As an
ir-side heat transfer enhancement strategy, vortex generation
VG� has promise; this study is directed toward gaining a better
nderstanding of the complex flow and heat transfer interactions
hat occur when implementing vortex generation in a fin-and-tube
eat exchanger. With rising energy costs and new legislation
imed at efficiency and environmental protection, heat exchanger
erformance will continue to be very important. Achieving even a
0% performance enhancement in this type of heat exchanger
eometry could have profound implications on the HVACR sys-
ems where it is commonly used.

1Corresponding author.
2See http://www.eia.doe.gov/
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 14, 2006; final manuscript

eceived December 6, 2006. Review conducted by Gautam Biswas.
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Vortex generators introduce streamwise vortices in the flow
field causing bulk fluid mixing, boundary-layer modification and
potentially flow destabilization. Apart from these well known
mechanisms of heat transfer enhancement, the placement and ori-
entation of the VGs can yield additional augmentation through
tube-wake management. The two most commonly reported VG
placement strategies are the so called “common-flow-down” �1–3�
and the “common-flow-up” approaches �4,5� for a single fin-tube
element. Common-flow-up means the VGs in a pair are placed
such that the resulting vortices counter-rotate in a way to move the
fluid between them away from the fin on which they are mounted.
Common-flow down means the flow shared by the two vortices
�i.e., between them� is directed toward the mounting surface. In
most of the prior work reported in the literature, when using a
common-flow-down arrangement, the VGs are placed as a pair
downstream of the tube in the near-wake region in order to intro-
duce high-momentum fluid behind the tube and improve the poor
heat transfer in the wake region. In the common-flow-up ap-
proach, the VGs are usually deployed further upstream adjacent to
the tube such that the winglet forms a nozzle-like configuration
with the tube, causing the fluid to accelerate in the near-tube re-
gion; this design is intended to delay separation on the tube sur-
face and narrow the wake. It is interesting to note that the
common-flow-down approach has been reported �2� to be more
effective with an inline-tube geometry than with a staggered-tube
geometry under identical test conditions; whereas the common-
flow-up approach has been found to be less effective with an
inline-tube pattern �5� than a staggered-tube pattern. However, it
is not clear whether this observation remains valid for heat ex-
changer geometry and operating conditions different from those

reported in these prior works.

© 2007 by ASME Transactions of the ASME
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The heat transfer enhancement due to vortex generation is usu-
lly accompanied by additional pressure loss and attendant pump-
ng power increase, usually attributed to the form drag associated
ith the VG. However, some studies on scaled up models have

eported improved pressure drop performance after deploying the
G �1,5�. Hence, the placement of VG with respect to tube posi-

ion and the geometric parameters of the VG simultaneously in-
uence both the overall heat transfer and the pumping power.
nly a few systematic studies �by Feibig, Mitra, and their co-
orkers� have appeared in the literature, focused primarily on the

ommon-flow-down configuration. Some general recommenda-
ions for the winglet position and geometric parameters have been

ade for the round tube heat exchanger geometry studied �1,2,4�.
owever, relatively fewer studies for the common-flow-up ar-

angement appear in the technical literature �4–6�. There are few
eports of full-scale implementation and testing of vortex genera-
ors in heat exchangers under realistic operating conditions in the
pen literature �by Jacobi and his co-workers�. Such studies are
seful in evaluating the true potential of the enhancement strate-
ies. El Sherbini and Jacobi �7� investigated the impact of
eading-edge delta-wing vortex generators on a plain-fin-and-tube
eat exchanger under dry-surface conditions. The ratio of wing to
eat transfer area was 0.23%, and the wing had �=55 deg and
=1. They measured a 31% heat transfer enhancement over the

aseline, with a modest pressure drop penalty of 10%. Sherbini
nd Jacobi used an eight-row-deep, plain-fin-and-tube heat ex-
hanger with a fin spacing of 5 mm. The first to-scale study of a
ortex-enhanced heat exchanger under frosted-surface conditions
as reported by Sommers and Jacobi �8�. The plain-fin-and-tube
eat exchanger was eight rows deep and had a fin spacing of
.5 mm. The delta-wing array was a four-row, staggered configu-
ation and attached at intervals of 51 mm in an alternating single
ow, double row arrangement. The ratio of wing to heat transfer
rea was 3.1%, and the wing had �=55 deg and �=2. For Re
etween 500 and 1300, the air-side thermal resistance was shown
o decrease by 35–42%. Another important finding was that the
verage frost density increased in the enhanced case. The effects
f relative humidity, air-side temperature, and refrigerant-side
emperature on the heat exchanger performance under frosted-
urface conditions were not considered. Joardar and Jacobi �9�
tudied the performance of leading edge delta wings in a flat tube,
ouvered-fin compact heat exchanger under both dry- and wet-
urface conditions. They reported an average heat transfer �j fac-
or� increase over the baseline case of 21% for dry conditions and
3.4% for wet conditions, with a pressure drop penalty smaller
han 7%. The wing-to-fin area ratio was 0.48%, and the wing had
=45 deg and �=0.8. Experimental studies aimed at optimizing
ortex-enhanced fin-and-tube heat exchangers are expensive and
ime consuming because of large number of geometrical param-
ters involved.

In the early 1990s some of the first attempts were made to
reate three-dimensional �3D� numerical models of a single
ortex-enhanced fin-and-tube element using the methods of com-
utational fluid dynamics �CFD�. At that time, multirow models
ere not feasible because of their excessive computing require-
ents. Biswas et al. �3� were among the first to numerically in-

estigate the flow structure and heat transfer in a three-row fin-
ube heat exchanger with built-in delta winglet pairs. The tube
ows were arranged in a staggered design, and a punched-out delta
inglet pair with an aspect ratio of 2 was located behind each tube

t an attack angle of 45 deg. At a Reynolds number of 500, a local
eat transfer increase of more than 240% was reported at a loca-
ion about 12 times the channel height downstream of the inlet.
he spanwise-average Nusselt number at Re=646 compared fa-
orably to experimental results for the same geometry for most
treamwise locations, although large discrepancies existed at some
treamwise locations. It should be noted that the numerical mod-
ling did not include the conjugate effects of conduction and con-

ection from the fin surfaces. Instead, a constant temperature

ournal of Heat Transfer
boundary condition was used for the fins—a condition not satis-
fied in the experimental work to which the authors compared their
computations. Fiebig et al. �10� performed a 3D numerical calcu-
lation of conjugate convective and conductive heat transfer in a
fin-tube element for different Reynolds numbers �100�Re
�1000� and fin efficiency parameter, Fi= �kf /k��� /H�. Flow pat-
terns, pressure distributions, Nusselt number distributions, heat
flux distributions, and fin efficiency were presented for develop-
ing, laminar, steady flows. The Nusselt numbers were found to
increase with increasing Re and with decreasing Fi. When the fin
efficiency was small and Re was large, Feibig and co-workers
found a region in the tube wake where the heat transfer reversed,
degrading the heat exchanger performance. In a further study, Fie-
big et al. �11� presented a solution to avoid the heat transfer re-
versal and augment the heat transfer by using a delta winglet pair
vortex generator. Numerical calculations were carried out for Rey-
nolds number of 250 and 300. The delta winglet pair, with an
aspect ratio of 2 and an attack angle of 45 deg, was punched out
of the fin surface downstream of the tube and placed in a
common-flow-down arrangement. The numerical results showed
that the longitudinal vortices greatly reduced the separated region
in the tube wake. The authors reported a maximum global heat
transfer enhancement of 31% due to the delta winglet pair. In
1999, Bastani Jahromi et al. �12� compared heat transfer perfor-
mance of a periodic fin-and-tube element with a two-row element,
both fitted with punched winglets in a common-flow-down ar-
rangement. Their numerical results showed that at Re=400, the
Nusselt number distribution on the second half of the two-row
element is very similar to that of the periodic case. Recently, Jain
et al. �13� studied the flow and heat transfer in a channel with
circular tube, and winglet pair VG in a common-flow-up configu-
ration. For Re=1000, the averaged Nusselt number for the en-
hanced case improved by 35% compared to the baseline case. The
friction factor was not computed. Finally, some other numerical
studies of plain fin-and-tube heat exchangers related to the current
work should also be noted �14–16�.

It is evident that very few papers have reported on vortex gen-
erator arrays in compact multirow heat exchangers for air-cooling
and refrigeration applications. A number of important issues re-
garding how the generated vortices interact and their stability and
spatial longevity in the presence of many tube rows still remain to
be investigated. The impact of VG arrays in common-flow-up
arrangements on overall heat transfer and pressure drop needs to
be quantified. Furthermore, there is a large parameter space, both
with respect to different placement strategies of the array and the
VG geometry itself which needs to be explored to identify pre-
ferred VG arrangements in the context of multirow heat exchang-
ers. Due to the large parameter space, experimental investigations
are expensive and time consuming, and a numerical approach is
more viable. With the rapid growth of computing power and ad-
vancements in CFD, it is now possible to obtain accurate time-
dependent numerical solutions without significant simplifying as-
sumptions.

The primary objective of this research is to understand the flow
and heat transfer enhancement mechanisms associated with differ-
ent delta-winglet array designs in a common-flow-up configura-
tion for a fin-and-tube heat exchanger. The baseline heat ex-
changer is a seven-row inline-tube heat exchanger common in
air-cooling and refrigeration applications. Commercial software is
used for 3D numerical solution of the complete Navier–Stokes
and energy equations in the heat exchanger—with and without
VGs. In the present study, we consider three candidate winglet
arrays in a common-flow-up orientation. The three configurations
are: �a� a single-VG-pair �at the leading tube row�; �b� 3VG-
inline-array �alternating tube rows�; and �c� a 3VG-staggered ar-
ray. The computed results are compared to available experimental
results to validate the numerical model. Through an understanding

of the flow and heat transfer in this geometry, design guidance for
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elated geometries can be obtained. Moreover, the potential im-
act of VG enhancement is quantified for this important applica-
ion.

Mathematical Formulation
A schematic diagram of the plain fin-and-tube heat exchanger is

hown in Fig. 1�a�. The heat exchanger being considered here is
ssembled by expanding the tube within the collars. Since the
hermal contact resistance between the tube and fin collar is neg-
igible, the CFD model will be developed without regard for the
ollar—the tube and collar are considered as one from a geometric
iewpoint. Because of the relatively high heat transfer coefficient
n the tube side, and the high thermal conductivity of the tube
all and collar, the tube temperature is assumed to be constant.
owever, the fin surface temperature distribution will be deter-
ined by solving the conjugate problem, in which the flow veloc-

ty and temperature distribution are found with simultaneous cou-
ling to the temperature field in the solid surface of the fin. The
ortex generator dimensions and their placement with respect to
he tubes are shown in Fig. 1�b�. The computational domain mod-
ls a set of seven tubes as shown in Fig. 1�c�, spanning from the
nlet to the exit face of the heat exchanger. A back environment

Fig. 1 Arrangement of vortex generators „3-row… on th
core region of a plate fin-and-tube heat exchanger; „b…
with respect to the tube; „c… coordinate system and com
mounted with winglets; and „d… typical computational m
egion �not shown here� is also added since the flow is recovering

158 / Vol. 129, SEPTEMBER 2007
in the exit region. Two neighboring fins form a channel of height
H=3.6 mm, width B=7H, and length L=49H. The first tube is
centered at X=3.5H, and Y =3.5H. All subsequent tubes are lo-
cated at even spacing of 7H from the nearest upstream tube. The
fin material was aluminum and fin thickness was 0.18 mm. The
VG arrangements for the three winglet configurations considered
in this study are shown in Fig. 2. Computations have been carried
out for Re=850 for each of these configurations since this Re
corresponds to the actual operating condition of the heat ex-
changer under consideration.

2.1 Governing Equations. The fluid is considered Newtonian
with constant properties, and the flow is assumed to incompress-
ible, laminar, three dimensional, and unsteady with negligible vis-
cous dissipation. The equations representing the conservation of
mass, momentum, and energy �temperature� fields are the Navier–
Stokes equations along with the incompressibility condition and
the energy equation, as shown below

� 3

n-and-tube assembly: „a… schematic diagram showing
nglet vortex generator dimensions and the placement
ational domain comprising of single row of inline tubes
h „all dimensions are in mm…
e fi
wi

put
� · u = 0 in D �1�
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�u�

�t
+ u� · �u� = −

1

�
� P + ��2u� in D3 �2�

nd

�T

�t
+ u� · �T = ��2T in D3 �3�

here D3 denotes the computational domain as shown in Fig.
�b�; � represents the fluid density; � is the kinematic viscosity;
nd � is the thermal diffusivity. Buoyancy forces are neglected;
hus, it is assumed that Gr/Re2�1.

The temperature distribution of the fin is described by the two-
imensional heat conduction equation, tacitly assuming Bi�1, so
hat the temperature variation across the fin thickness �z direction�
an be neglected. The conduction equation for the fin can be ex-
ressed as

�Tf

�t
= � f�

2Tf +
q̇

��cp� f
in D2 �4�

here the subscript f refers to fin and D2 denotes the two-
imensional fin and VG surfaces. With no internal generation in
he fin material, the source term on the right-hand side of Eq. �4�
an be considered as solely due to convection from the fluid. Thus

q̇ =
k

tf
� �T

�z
�

z=0
, for the fin mounted with VGs, i.e., at z = 0

�5a�
nd

q̇ = −
k

tf
� �T

�z
�

z=H

, for the fin without VGs, i.e., at z = H .

�5b�
he energy equation, Eq. �3�, for the fluid and the heat conduction
quation, Eq. �4�, are coupled by the heat flux equations, Eqs. �5a�
nd �5b�. In this model, each fin is subject to convection from only
ne side, tacitly assuming the convective fluxes on both sides of
he fin are identical and an adiabat exists at the midthickness of
he fin. Because of symmetry, this assumption is correct for the
aseline geometry; however, it might be violated when VGs are
resent. The success of this modeling approach will be addressed
hen the results are compared to experimental data �from Ref.

6��.

2.2 Boundary Conditions. The governing equations are el-
iptic in space and parabolic in time, necessitating initial condi-
ions at time t=0 and well-posed boundary conditions at all sur-

ig. 2 Various configurations of the winglet pairs: „a… 1VG
eading edge; „b… 3VG „alternate tube… inline array; and „c… 3VG
taggered array
aces. All flow variables are initialized to zero except the inlet

ournal of Heat Transfer
velocity, inlet temperature, and tube temperature. A constant tem-
perature difference ��T=18.63 K� between inlet air and the tube
surfaces was maintained for all computations. For each fin, half of
the actual thickness is specified and convective heat transfer oc-
curs on one side as described above for z=0 and z=H no-slip
boundaries. The relevant boundary conditions for all other sur-
faces are as follows:

• Upstream of the inlet face �x=0� the velocity and tempera-
ture are constant

u = u	 v = w = 0, T = T	 �6a�
• Downstream of the exit face �x=L� the streamwise gradients

are zero

�u

�x
=

�v
�x

=
�w

�x
= 0,

�T

�x
= 0 �6b�

• At side walls �y=0; y=B�, symmetry condition holds

�u

�y
=

�w

�y
= 0, v = 0 �Symmetry� and

�P

�y
= 0

�T

�y
= 0 �6c�

• Fin, tube, and wing surfaces

u = v = w = 0 �no slip� and
�P

�n
= 0

T = Tw �tube wall temperature� �6d�

2.3 Numerical Method. The Navier–Stokes and energy Eq.
�1�–�5� along with the boundary conditions Eqs. �6a�–�6d� were
solved using the commercial finite-volume based solver Fluent.
The governing equations for momentum and energy in conserva-
tive form were discretized with finite-volume formulation using a
fully implicit higher-order upwind differencing scheme. The
scheme was second-order accurate in space and first-order accu-
rate in time. The momentum equations are first solved implicitly
with an estimated pressure field. Subsequently a pressure–velocity
correction based on the SIMPLEC algorithm is performed until a
divergence-free velocity field is obtained. A divergence-free crite-
rion of 10−3 based on the scaled L1 norm of the residual is pre-
scribed for the computations. The largest absolute value of the
residual in the last five iterations was typically used as the scale
factor. The equations are integrated in time until a statistically
stationary state for the area-averaged heat flux is reached. All
computations were performed on four processors of an IBM p690
cluster with 128 GB RAM and 1.3 GHz CPUs at the National
Center for Supercomputing Applications �NCSA�.

2.4 Overall Friction Factor and Colburn j Factor
Calculations. The overall heat transfer and pressure drop perfor-
mance of the system for a given flow condition can be character-
ized by Colburn j factor and friction factor f , respectively. The
flow condition is defined in terms of Reynolds number, Re
=VmDh /�, where Vm is the mean velocity at the minimum flow
cross-sectional area, Amin, and Dh is the hydraulic diameter. The f
factor as the measure of pressure drop is given by

f =
�P

�Vm
2

2

AT

Amin

�7�

where AT is the total heat transfer surface area and �P is the
pressure drop across the computational domain. The Colburn j
factor is expressed as

2/3
j = St · Pr �8�
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St =
h

�Vmcp
�9�

he heat transfer coefficient, h, appearing in the Stanton number,
s defined in terms of the area-weighted average heat flux, qav
1 /A�D2 q dA and the logarithmic mean temperature difference

LMTD�

h =
qav

LMTD
, LMTD =

�To − �Ti

ln��To/�Ti�
�10�

�Ti = Ta,i − Tw �11�
nd

�To = Ta,o − Tw

here Ta,i and Ta,o are the mean air inlet and outlet temperatures
nd Tw is the specified tube wall temperature.

Validation of Numerical Results
Numerical accuracy and resolution are important issues in time-

ependent calculations in complex geometries. The three-
imensional vortex enhanced multirow fin-and-tube geometry has
he potential for generating highly complex velocity and thermal
elds. Hence, the grid must be designed a priori with great care
uch that important scales �energy containing eddies� are appro-
riately captured, and the near-wall gradients are adequately re-
olved. The computational meshes were generated with Gambit-
.2.3 using multiblock hybrid approach. The computational
omain was divided into several subdomains, and structured
eshing was preferred �where feasible� since aligning the grid
ith flow has certain advantages in avoiding undesirable numeri-

al diffusion. In general, mild stretching of the mesh was em-
loyed toward the fin walls and clustered in the vicinity of the
ube where the gradients were expected to be large. The mesh
opology was determined by refining the mesh until grid indepen-
ence of the flow field solution was achieved. Grids consisting of
bout 110,000, 350,000, and 600,000 cells were tested for both
aseline and vortex-enhanced cases. The overall area-weighted
verage heat flux was observed to change by only 3% between the
wo highest grid density solutions. The final mesh size used was
bout 560,000 control volumes for the baseline configuration and
70,000 for the winglet enhanced heat exchanger model �cf. Fig.
�d��.

Apart from the grid independency study, we also compared the
verall heat transfer performance with the available experimental
esults �6�. For the heat transfer, the predicted area-weighted heat
uxes were always within 7% of the experimental results, with
0% of the predictions within 5% of the experimental results. The
olburn j factor and friction factor predictions are compared to
easured results in Fig. 3. The excellent agreement between the

redicted and measured heat transfer results indicates that the sim-
lifications associated with using Eq. �5� to model conjugate ef-
ects do not vitiate the predictive ability of the model. The f factor
s consistently underpredicted by 14.6%. In the experimental
tudy, the vortex generators were mounted on metallic strips
about 720� which were then glued to the fin surface. The numeri-
al models did not take into account the finite thickness of the
inglets and the metallic strips which contribute to extra pressure
rop by increasing Vm and potentially by locally tripping the flow.

Results and Discussion
The flow and heat transfer behavior of the baseline fin-and-tube

eometry with multiple tubes is well understood �11–13�. Here we
ocus on the flow and heat transfer characteristics of the winglet
rrays in such a geometry. Prior to examining the thermal-
ydraulic performance of the enhanced configurations, it is useful
o analyze the dominant flow structures relevant to pressure drop

nd heat transfer in these heat exchangers. Details of the local

160 / Vol. 129, SEPTEMBER 2007
flow patterns around the winglets in a common-flow-up configu-
ration for an inline tube geometry are discussed in the following
subsections. Finally, local and overall heat transfer results are pre-
sented.

4.1 Longitudinal Vortex Systems. An effective way to visu-
alize the flow is to consider the numerically generated pathlines,
as shown in Fig. 4, capturing the swirling motion associated with
the system of vortices generated by a winglet pair. As expected the
flow in the region common to the two vortices is directed away
from the fin �z=0� on which the winglets are mounted. The in-
duced spanwise velocity of the vortex enhances transport from
fluid in the tube wake to the mainstream regions and vice versa.
The fluid in the recirculating wake regions is closer to the tube
temperature than that in the mainflow, and these areas represent
regions of low heat flux. The enhanced mixing between tube wake
and mainstream by the swirling vortex flow is one important
mechanism of heat transfer enhancement. Another important en-
hancement mechanism is the modification of near-wall tempera-
ture gradients due to the induced wall-normal flow. In the present
winglet-pair configuration, for the fin mounted with winglets �z
=0 wall�, the region between the vortex cores and fin edge is the
inflow region �downwash or flow toward the wall� where the heat

Fig. 3 Computed and measured „from Ref. †6‡… friction factor
and Colburn j factor at different air-side Reynolds number for
baseline and 3VG array configuration

Fig. 4 Pathlines downstream of trailing edge of winglets

showing the so called “outflow vortex pair”
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ransfer enhancement is manifest �see Fig. 4�. Correspondingly,
or the nonwinglet fin �z=3.6 mm�, this region constitutes an out-
ow �upwash� region which is associated with decrease in heat

ransfer. Similarly, if we focus on the region between the cores of
he two vortices, it constitutes an upwash region for the VG fin
nd a downwash for the non-VG fin. The heat transfer enhance-
ent in downwash region, due to a larger temperature gradient, is

reater than the degradation in the upwash regions; a net enhance-
ent results. The situation is analogous to that which occurs in

oundary layer flows with suction and blowing at the wall. For
hose flows it is well known that for the same value of wall-
ormal velocity the suction �downwash� case results in greater
eat transfer enhancement than the degradation due to blowing
upwash�. This observation has been attributed to the nonlinear
ature of the convection–diffusion process. Although in the
resent geometry fully developed flow prevails, the heat transfer
ehavior is still governed by these processes, as discussed in more
etail with the local heat transfer behavior.

In addition to the longitudinal vortices caused by the winglet
airs, horseshoe vortices are apparent near the tubes. For a single
n-and-tube junction, this well-known secondary flow occurs
hen the channel flow approaches the tube. The adverse pressure
radient upstream of the stagnation point on the tube acts on the
pproaching flow to decrease the local velocity. Fluid near the fins
pproaches this region with a lower velocity than does fluid near
he channel centerline, and the adverse pressure gradient reverses
he flow near the fins in the vicinity of the stagnation point on the
ube. The result is the formation of a vortex system that is ad-
ected around the tube to form the horseshoe vortex. For an
nline-tube arrangement the system is more complex, but the same
nterplay of pressure and inertia is the basis for vortex formation.
n terms of Kelvin’s circulation theorem, the transverse vorticity
f the channel flow approaching the tube is conserved �except for
mall dissipation through viscous effects� and is carried around
he tube and redirected into the streamwise direction. The horse-
hoe vortex system modifies the temperature field through the
ame mechanisms as winglet-generated vortices and can have a
rofound effect on local convection and wall shear. Vorticity mag-
itude contours, obtained from calculated velocity gradients along
he channel centerline, are plotted in Fig. 5�a�. For the sake of
larity, results are provided only for the first two tube rows, but
he vortical systems associated with downstream tube rows are
ypical to those shown in the plot. The plots of vorticity magni-
ude clearly show that coherent vortical structures are formed by
he winglet generators and the fin–tube junctions. The winglet-
enerated vortices persist for several wing spans downstream and
ct over large fin areas with relatively high-magnitude vorticity.
he horseshoe vortices persist over the entire inter-tube space,

ikewise covering a large fin area. It is particularly important to
ote that the horseshoe vortex system exists in the baseline heat
xchanger �Fig. 5�b��, and that the VG design adopted in this
tudy does not destroy the naturally occurring horseshoe vortices.
eploying VGs in a way that destroys �or significantly reduces�

he horseshoe vortices would vitiate the enhancement strategy.
hese flow features will be discussed quantitatively, as will their

mpact on heat transfer, later.
It is of considerable interest to know the effect of the inline tube

attern on the strength and longevity of the longitudinal vortex
ystem in order to assess their efficacy in such geometry. For this
urpose we examine the streamlines on the cross-stream planes at
ifferent axial locations for the single VG pair and 3VG-inline-
rray configurations as shown in Fig. 6. The axial locations are
hosen at the minimum free flow areas corresponding to the tube
enters as marked on the figure. Also indicated is the net circula-
ion, or vortex strength. The total circulation was calculated by the
rea integral over magnitude of vorticity vector. The area integral
as evaluated by summing the vorticity multiplied with the incre-
ental area of the computational grid. The net circulation, or vor-
ex strength, for the winglet-enhanced configurations were ob-

ournal of Heat Transfer
tained by subtracting the total circulation of the baseline geometry
from their respective total circulation. The circulation was defined
in this manner because it is difficult to isolate the winglet induced
main vortex from other vortical structures present �refer to Fig.
5�a��. The complex wake structure generated by a winglet has also
been investigated in detail by Biswas et al. �17� for channel flows.
These structures may have different rotational directions which
could cancel while performing surface integral at any cross-
sectional plane. The use of vorticity magnitude obviates this prob-
lem and the net circulation provides a meaningful way to elimi-
nate wall contributions. A representative calculation, however, of
the computed circulation of an isolated main vortex immediate
downstream of the winglet showed a value of 3.4
10−3 m2/s.
Gentry and Jacobi �18� reported experimental values on the order
of 2.0
10−4 m2/s for the delta-wing induced tip vortex in chan-
nel flow at a higher Reynolds number. Differences in wing and
channel geometry and the somewhat higher Reynolds number not-
withstanding, the comparison lends indirect support to present cal-
culations. For the single-VG pair, Fig. 6�a� indicates progressive
decay in the vortex strength with the downstream distance from
the winglet as would be expected. Streamlines at the second tube
also reveal the presence of secondary flow structure but none is
evident for tubes 3–7. For the 3VG-inline-array configuration,
Fig. 6�b� shows streamlines on the cross-stream plane at the axial
locations of 0.0381 m, 0.0889 m, 0.1397 m, and 0.1651 m from
the leading edge which correspond to the center planes of nonVG
tubes 2, 4, 6, and 7, respectively. From the figure it can be seen

Fig. 5 3D iso-vorticity „magnitude… surfaces plotted in a se-
lected range to identify the horseshoe vortex systems occur-
ring at the junction of fin and tube for: „a… 3VG-inline array; and
„b… baseline configurations
that the inline winglet array results in a more complex pattern of
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nduced vortices compared to the single VG pair configuration.
uch systems of multiple induced vortices are expected to be
ore effective for enhancing bulk fluid mixing and hence the

onvective heat transfer.
Plots showing change of circulation along the streamwise direc-

ion are presented in Fig. 7. The total circulation for the baseline
nd the three-enhanced configurations at Re=850 is shown in Fig.
�a�. The baseline curve shows distinct peaks corresponding to the
ncrease in vorticity as the flow encounters the tubes and the
orseshoe vortex forms. The circulation is then observed to drop
harply as the flow enters the decelerating region on the back half
f the tube. In this region the vortex line can be imagined to
ndergo compression, destroying vorticity until it is strengthened
hen the flow encounters the upstream portion of the next tube.
he enhanced configurations also exhibit similar behavior. The
aseline circulation curve tends to increase in the flow direction
hich may be due to wall effects. In Fig. 7�b� the effects other

han vortex generators are eliminated by subtracting total circula-
ion of the baseline geometry and the net circulation so calculated
s believed to be representative of only the winglet induced vortex
trength. The following regimes may be distinguished. As the flow
pproaches the first winglet/pair, the vortex strength increases rap-
dly and reaches a maximum. The single-VG pair and 3VG-inline
rray have peaks at �net=0.084 m2/s, but the 3VG-staggered ar-
ay peaks at approximately half that value at �net=0.044 m2/s
ince it has only one winglet at tube 1 and the other two configu-
ations have a pair of winglets. Once the flow crosses the tube

ig. 6 Streamlines on the cross-sectional planes „top half on
enters at Re=850: „a… single-VG-pair; and „b… 3VG-inline-array
enter plane, it decelerates and the vortex strength decreases rap-

162 / Vol. 129, SEPTEMBER 2007
idly due to vortex compression, followed by a slight increase be-
fore further decrease, until it reaches the next tube. The staggered
array repeats the trend at the second tube due to the presence of a
winglet. In the absence of any winglet at the second tube for the
other two enhanced configurations, the vortex strength continues
to decrease. It is interesting to note that for a single VG pair, the
rate of decrease in �net as the flow crosses the second tube is
almost linear and significantly greater than that for the down-
stream tubes, 3–7. Because the vortex stretching, bending, and
compression can be imagined as fairly periodic in passing from
tube to tube, the overall decrease in the vortex strength can be
attributed mainly to viscous diffusion due to the channel walls,
tube walls, and possibly to other secondary flows. It is however
clear that for inline-tube geometry with common-flow-up configu-
ration of vortex generators, the overall impact of the presence of
the tube downstream of a winglet is an accelerated decrease of the
winglet vortex strength.

4.2 Tube Wake Flow. The motivation central to common-
flow-up orientation of the winglet pair is to direct an accelerated
flow toward the tube wake for the purposes of separation delay
and wake modification. In order to assess this impact qualitatively
and achieve a better understanding of the local flow structures, the
streamlines on a plane parallel to z=0.1 mm—the so called lim-
iting streamlines—are presented in Fig. 8. Such a plot allows for
the identification of stagnation, separation, and other flow features
relevant to the heat transfer. The first tube is mounted with a

at different axial locations coinciding with the indicated tube
nfiguration
ly…
vortex generator in common-flow-up arrangement and the second

Transactions of the ASME
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ube is without a vortex generator. The streamlines were computed
t Re=850. As the incoming flow approaches the tube, it reaches
stagnation or saddle point �labeled A� and bends around the tube

o flow downstream. Horseshoe vortices are formed in the front of
he tube near the bounded fin surface and can be identified in Fig.
�a�. A nodal point �labeled B� near the tube wall clearly indicates
he presence of the horseshoe vortex. On either side of the tube,
ne finds a region of converging streamlines �labeled D�. These
re the traces of the horseshoe vortices. Behind the first tube, two
ymmetric zones of circulating flow are evident. The recirculating
ow is separated from the main flow, and fluid in this region is

hermally isolated, resulting in a region of lower heat transfer. In
he region between the winglet and the tube �near D�, the flow is
ccelerated by the nozzle-like geometry. This high-velocity fluid
ill impinge on the downstream tube, and result in a local heat

ransfer enhancement. In the absence of a vortex generator, the
ake structure of the second tube, as shown in Fig. 8�b�, markedly
iffers from the first row tube. The presence of the wake stagna-
ion and a saddle point of separation in this zone are indicative of
reversed flow. When this flow encounters the tube downstream,

he streamlines produce a focus �labeled E�. A focus differs from
nodal point in that it has no common tangent line and infinite

umber of streamlines spiral around it. The focus here is on the

ig. 7 Computed circulation „integral of vorticity magnitude…
n the cross-stream planes at different axial locations for Re
850: „a… total circulation; and „b… net circulation for the en-
anced configurations obtained by subtracting the baseline
irculation from the total and is indicative of the winglet in-
uced vortex strength
eparation type since the streamlines spiral into the singular point.

ournal of Heat Transfer
The flow is characterized by an early separation from the tube and
wider wake compared to the first row VG tube. Hence the
common-flow-up orientation of the winglets as employed here
acts to delay the separation from the tube resulting in reduction of
the recirculation zone size. The reduced size of recirculation zone
and the impingement of the winglet-induced accelerated flow on
the downstream tube in turn augments heat transfer.

4.3 Heat Transfer and Pressure Drop Performance. Time-
dependent simulations in the three-dimensional VG enhanced ge-
ometry were performed for a sample test case. No initial assump-
tion was made regarding the development of flow and thermal
conditions. The temporal evolution of the spatially averaged total
surface heat flux was monitored and the simulations were termi-
nated once it reached a statistically steady state. The steady-state
heat transfer and pressure drop performance for the two vortex-
enhanced configurations were compared to the baseline �no
winglets� case. The computations were performed at air-side flow
conditions corresponding to Re=850. The heat transfer param-
eters were selected from the experimental work as reported else-
where �6�. The simulation parameters are summarized as follows:

Fig. 8 Limiting streamlines on a plane close to the fin
mounted with the vortex generators at Re=850 showing the
singular points for flow in the vicinity of: „a… first tube; and „b…
second tube: A=saddle point of separation, B=nodal point of
attachment, and E=focus
�Re=850�:

SEPTEMBER 2007, Vol. 129 / 1163
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• air inlet velocity: 1.8 m/s;
• air inlet temperature: 310.6 K;
• tube temperature: 291.77 K �calculated from the mean cool-

ant inlet and outlet temperatures and coolant side heat trans-
fer coefficient�; and

• time step size: 0.005 s

The local heat flux distribution on the VG mounted fin �z=0�
or 3VG-inline-array configuration is shown in Fig. 9�a�. A similar
lot for baseline geometry is also shown for comparison at Fig.
�b�. Several distinct heat transfer regions can be distinguished as
ollows. At the leading edge of the fin, the heat flux starts with a
ery high value and then decreases rapidly. This behavior is at-
ributable to the development of a thermal boundary layer on the
n wall. At the leading tube, a zone of high heat flux is observed
t the front part of the fin–tube junction. This results from the

Fig. 9 Local heat flux distribution on the VG fin „z=0… for: „a…
Re=850; „c… line-weighted average heat flux distribution at di
ormation of the horseshoe vortex system that consists of two

164 / Vol. 129, SEPTEMBER 2007
slender counter-rotating longitudinal vortices as discussed earlier.
The two legs of the horseshoe vortices wrap around the front half
of the tube and extend to the rear of the tube leading to enhance-
ment of local convective heat transfer. The local heat flux values
at the finned region between the tube and winglet is observed to
be lower than the outer region between the winglet and fin edge,
which is contrary to what might be anticipated when considering
the local acceleration of the flow. However, the vortex generated
by the winglet causes a surface normal outflow �upwash� near the
tube and an inflow �downwash� near the outer edge of the fin. As
discussed earlier, these flow features have a profound effect on the
local convective behavior, and that effect explains the flux distri-
bution. Similar effects are also observed for second and third
winglet pairs. The vortices bring about a better thermal mixing
and boundary layer modification in the wake region which results
in improved heat transfer. The front part of tubes downstream of

G-inline-array configuration; and „b… baseline configuration at
ent axial locations on the VG fin for all four configurations
3V
ffer
the vortex generators, i.e., tubes 2, 4, and 6, are also seen to have
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igh heat flux compared to the surrounding areas. The accelerated
uid in the tube–winglet region impinges on the downstream tube

o bring about heat transfer enhancement as discussed in more
etail below.

The line-weighted average heat flux distribution on the VG-
ounted fin �z=0� for the baseline and the three-vortex-generator

nhanced configurations are compared in Fig. 9�c�. The baseline
urve shows distinct peaks at regular intervals in the streamwise
irection, corresponding to the locations where a tube is ap-
roached by the flow. However, it is interesting to note that the
eak value of qav for the second tube is 384.4 W/m2 as compared
o 953.4 W/m2 for the first tube. The decrease by about a factor
f 2.5 for the first and second tube is comparatively larger than
hat between all subsequent tubes. This is primarily due to the
igh driving potential for heat transfer existing at the entrance
egion and also to the formation of horseshoe vortices as ex-
lained earlier. It may be noted that due to the inline pattern of the
ubes, the second and all subsequent tubes are in the wake of their
pstream tube. Up to the location of the leading edge of the
inglets, the qav distribution is almost the same for all the cases
ith and without winglets. However, beyond that location, the
ecrease is identical for 3VG-inline array and single-VG pair up
o the leading edge of the third tube. After the third tube, the heat
ransfer performance of the single-VG pair gradually approaches

ig. 10 Distribution of span-averaged tube surface heat flux
long tube circumference for baseline and winglet—enhanced
onfigurations at Re=850 „a… tube with VG, both leading and
nterior; and „b… tube downstream of VG

ournal of Heat Transfer
that of the baseline case. In the case of 3VG-inline array, the peak
value of qav is observed to be high for tubes 2, 4, and 6 with lower
values for tubes 3 and 5. In contrast, for the 3VG-staggered array,
the peak qav smoothly decreases from tubes 2–7. However, the net
heat transfer for both the 3VG configurations is nearly the same.

The effect of vortex generators in common-flow-up orientation
on the tube surface heat transfer is explored in Fig. 10 where the
span-averaged �tube� heat flux distribution is shown along the
circumference. The results pertaining to 3VG-inline array are
compared to the baseline case. Of course, due to symmetry the
conclusions are also valid for two other winglet configurations.
Both, the leading tube and an internal tube �Third� case are shown
in Fig. 10�a� for a winglet attack angle of 15 deg. It is clear that
the influence of VG on the heat transfer performance of the lead-
ing tube is small. The formation of horseshoe vortices at the tube
and wall junction, as explained earlier, and the existence of a high
driving potential are dominant, and the effect of the winglets is
not profound. However, winglet-induced effects on tube–surface
heat transfer are important for an interior tube. Heat flux enhance-
ments of up to 47% are observed. Figure 10�b� shows local heat
transfer performance along the circumference of the tube imme-
diately downstream of a winglet �Second tube�. The effect of the
winglet in common-flow up is more dramatic in this case—a find-
ing not recognized in earlier studies. Both of the curves show very
similar trends of azimuthally varying heat flux with a distinct peak
at 16 deg. The maximum values of qav are 749.7 W/m2 and
1471.2 W/m2 for the baseline and 3VG-inline array, amounting to
a 96% enhancement. The flow passage between the winglet and
the curved surface of the tube progressively narrows and geo-
metrically resembles a nozzle-like configuration. The fluid accel-
erates in the constricted passage and impinges on the downstream
tube. The significant enhancement observed in local heat transfer
from the winglet-downstream tube surface is attributable to the
flow impingement effect. The area-averaged heat fluxes from in-
dividual tubes for the baseline and the three enhanced configura-
tions are presented in Fig. 11. The 3VG-inline array causes en-
hancements of about 105%, 72%, 102%, 30% and 46% for the
2nd–6th tubes, respectively. The heat transfer performance for the
first and seventh tube is almost identical for all configurations. It
is interesting to note that for the single-VG pair and the two 3VG-
array cases, the heat transfer rates are equal at the third tube, even
though the latter has a pair of winglets at that tube. Apparently the
influence of the upstream winglet at the first tube is manifest at the
third tube but does not have an important influence on the second
tube. On the whole, these results indicate that the common-flow-
up orientation has a significant impact on the heat transfer perfor-

Fig. 11 Steady-state area-averaged total tube surface heat flux
for baseline and different winglet—enhanced configurations at
Re=850
mance from the tube surface in addition to the fin surface

SEPTEMBER 2007, Vol. 129 / 1165
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nhancements.
Finally, the computational results, in terms of the overall area-

eighted average surface heat flux and core pressure drop, are
ummarized in Table 1. The results show considerable enhance-
ent of total surface heat fluxes with modest pressure-drop pen-

lties. Interestingly, both 3VG array configurations show heat
ransfer augmentation of about 32%, but they have pressure-drop
ncreases of 33% and 41% for the staggered and inline array,
espectively. The leading-edge winglet pair resulted in heat trans-
er enhancements of 18.3% and a pressure-drop increase of 31%.
hese results demonstrate that vortex generator arrays in a
ommon-flow-up orientation can cause significant augmentation
n heat transfer capacity for multirow heat exchanger geometries.
sing such enhancements, the heat exchangers could be designed

o be more compact in size and economical in cost. If this poten-
ial area reduction is exploited by decreasing the flow depth of the
eat exchanger, then the pressure-drop penalty can be reduced.

Conclusions
In this work, numerical simulations have been employed to

xplore the flow and heat transfer in multirow plain-fin-and-tube
eat exchangers with an inline tube pattern. Apart from the base-
ine case, the three winglet enhanced configurations chosen for
tudy were: �a� a single VG pair; �b� a 3VG-inline array �alternate
ube�; and �c� a 3VG-staggered array. The time-dependent, three-
imensional Navier–Stokes and energy equations were solved in a
omputational domain chosen to cover the entire fin length in the
ir flow direction. This approach has been shown to be a powerful
ool in understanding the flow structure and predicting the
hermal-hydraulic performance of the winglet-enhanced geometry.
he major conclusions are summarized as follows:

1. Channel flow with a circular tube and delta-winglet vortex
generators has been studied for a seven-row inline-tube pat-
tern heat exchanger. Two systems of longitudinal vortices
are generated: the horseshoe vortices that naturally form at
the tube-and-fin junction, and the winglet-induced stream-
wise vortices. The heat transfer from the leading tube is
significantly higher than for the other tubes, due to the
horseshoe vortex system, locally high-temperature differ-
ence, and absence of an upstream tube wake. The horseshoe
vortices are less important to heat transfer enhancement for
downstream tubes.

2. The winglet-generated vortices are periodically subjected to
accelerated and decelerated flow, due to flow confinement
effects of the inline tube pattern. These local effects cause
vortex straining and increased or decreased vortex strength,
depending on whether the vortex is stretched or compressed.

3. The common-flow-up orientation of the winglet creates a
constricted, nozzle-like passage between the winglet and
tube surface. The flow accelerates in this region to suppress
the wake and delay separation. These effects were small on

able 1 Summary of overall heat transfer and pressure dr
291.77 K

Computed result

q
�W/m2� j factor

aseline 266.8 0.00573
ingle-VG pair 313.9 0.007427
VG-inline array 353.1 0.01000
VG-staggered array 351.6 0.00893
the tube neighboring the winglets; however, it was found

166 / Vol. 129, SEPTEMBER 2007
that the impingement of this accelerated flow on the down-
stream tube caused significant enhancement of local heat
transfer.

4. The local distribution of the heat flux on the fin surface
revealed good enhancement in the downwash regions of the
vortices, near the winglet and extending a few chord lengths
downstream.

5. At Re=850, the VG-enhancement strategies studied in this
work can provide an overall heat transfer enhancement of
about 32%, with a similar pressure-drop penalty. If the en-
hancement is exploited by reducing the flow length of the
heat exchanger, the pressure-drop penalty can be reduced.
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Nomenclature
Amin � minimum flow cross-section area �m2�

AT � total heat transfer surface area �m2�
b � span of delta wing �m�
B � transverse width of the fin �m�

Bi � Biot number
c � delta wing chord length �m�

cp � specific heat at constant pressure �kJ/kg K�
D � computational domain

Dh � hydraulic diameter=4AminL /AT �m�
f � friction factor

Fi � fin efficiency parameter= �kf /k��� /H�
h � convective heat transfer coefficient

�W/ �m2 K��
H � spanwise adjacent fin spacing �m�
j � Colburn j factor �Nu/RePr1/3�
k � thermal conductivity �W/ �m K��
L � fin length �m�
n � outward normal direction
P � total pressure �Pa�

�P � air-side pressure drop across the heat ex-
changer �Pa�

Pr � Prandtl number, � /�
q � local heat flux �W/m2�

qav � area-averaged heat flux �W/m2�
q̇ � volumetric source term �W/m3�

Re � Reynolds number based on hydraulic diameter
t � time �s�

tf � fin thickness

performance: test conditions: u�=1.8 m/s, Ta=310.6 K, Tw

% Increase in Capacity and
friction factor

f factor �q /qbase �f / fbase

0.02033 1 1
0.02287 17.7% 12%
0.02857 32.3% 41%
0.02694 31.8% 33%
op

s

T � temperature �K�
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u� � velocity in x, y, and z directions, u, v, w
U � overall heat transfer coefficient �W/ �m2� K�

Vm � mean velocity at Amin�m/s�

reek Letters
� � thermal diffusivity �m2/s�
 � wing angle of attack
� � mass density of fluid �kg/m3�
� � kinematic viscosity �m2/s�
� � circulation or vortex strength �m2/s�
� � wing aspect ratio=2b /c
� � increment

ubscripts
a � air
f � fin
i � inlet of heat exchanger
o � outlet of heat exchanger
w � tube wall
	 � based on freestream
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Local Heat Transfer Coefficients
Induced by Piezoelectrically
Actuated Vibrating Cantilevers
Piezoelectric fans have been shown to provide substantial enhancements in heat transfer
over natural convection while consuming very little power. These devices consist of a
piezoelectric material attached to a flexible cantilever beam. When driven at resonance,
large oscillations at the cantilever tip cause fluid motion, which in turn results in im-
proved heat transfer rates. In this study, the local heat transfer coefficients induced by
piezoelectric fans are determined experimentally for a fan vibrating close to an electri-
cally heated stainless steel foil, and the entire temperature field is observed by means of
an infrared camera. Four vibration amplitudes ranging from 6.35 to 10 mm are consid-
ered, with the distance from the heat source to the fan tip chosen to vary from 0.01 to 2.0
times the amplitude. The two-dimensional contours of the local heat transfer coefficient
transition from a lobed shape at small gaps to an almost circular shape at intermediate
gaps. At larger gaps, the heat transfer coefficient distribution becomes elliptical in shape.
Correlations developed with appropriate Reynolds and Nusselt number definitions de-
scribe the area-averaged thermal performance with a maximum error of less than
12%. �DOI: 10.1115/1.2740655�

Keywords: local heat transfer, piezoelectric fan, electronics cooling, vibrating
cantilever, heat transfer enhancement
ntroduction
A piezoelectric fan consists of a piezoelectric material bonded

o a flexible cantilever blade. An alternating input signal causes
he piezoelectric material to contract and expand, generating
ending moments on the blade at the edges of the piezoelectric
aterial. These moments produce oscillations at the free end of

he cantilever blade, and when driven at the resonance frequency
f the structure, the oscillations become large and serve to agitate
nd move the surrounding fluid, which enhances heat transfer
hen compared to natural convection alone. These fans consume
ery little power and can be built to meet different geometric
onstraints for many applications while remaining relatively
oiseless. Because of this, piezoelectric fans offer an attractive
lectronics thermal management solution.

Various aspects of piezoelectric fans have been studied in the
iterature. A detailed analysis of the two-dimensional flow field
enerated from a vibrating cantilever beam was presented by Kim
t al. �1�. Vortices were observed to be shed each time the beam
assed the position of zero displacement, i.e., at twice the vibra-
ion frequency. The maximum fluid velocity was found to be
oughly four times that of the maximum tip velocity. Açıkalın
t al. �2� developed analytical models describing the streaming
ow induced by a single vibrating piezoelectric fan and found
ood qualitative agreement between the predicted flow patterns
nd experimental visualizations for small displacements. Feasibil-
ty studies for implementing piezoelectric fans in electronic sys-
ems were conducted by Açıkalın et al. �3� and Wait et al. �4�,
here piezoelectric fans were placed within a laptop to further

nhance the heat transfer performance of the rotary fan by increas-
ng the fluid mixing in stagnant regions normally not accessed by
he rotary fan. A simulated cell phone enclosure was also consid-
red for which enhancements over natural convection were quan-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 17, 2006; final manuscript re-

eived January 17, 2007. Review conducted by Bengt Sunden.
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tified for various piezoelectric fan orientations. Numerical model-
ing of the fluid flow and heat transfer induced by a piezoelectric
fan has also been conducted �5�. The flow field generated by these
fans was found to be extremely complex and highly dependent on
the distance from fan tip to the heat source, as well as other
boundary conditions.

The two-dimensional flow field generated from two flexible
cantilevers was analyzed experimentally by Ihara and Watanabe
�6�. They investigated the behavior for in-phase and out-of-phase
vibration at three different pitches. The cantilevers were sand-
wiched between two large plates, thereby approximating a two-
dimensional flow field. The results were compared to the flow
field generated by a single cantilever in the same experimental
setup, and the volumetric flow rate for in-phase vibration of two
cantilevers was found to be approximately double that of a single
cantilever. Mass transfer experiments on a vertical surface tar-
geted by two piezoelectric fan blades were conducted by Schmidt
�7� using the naphthalene sublimation technique. The fan blades
vibrated out of phase and the fan pitch was kept constant. Power-
law correlations were found to reasonably describe both maxi-
mum and surface-averaged Sherwood numbers for three separate
distances from the vertical surface. In each case the Sherwood
numbers formed contours symmetric about the midpoint of fan
separation. Fluidic coupling between multiple fans was observed
by Kimber et al. �8�, who showed that as two fans operate in close
proximity, their vibration characteristics are modified. Under in-
phase vibration, this can lead to a decrease in viscous drag seen by
the fans and yield a further increase in vibration amplitude; this in
turn provides enhancement in the overall heat transfer. They con-
sidered multiple fan pitches for both in-phase and out-of-phase
vibration, and discovered an optimal fan pitch to maximize the
average heat transfer rates; this optimum was roughly equal to the
vibration amplitude.

Bürmann et al. �9�, Basak et al. �10�, and Kim et al. �11� have
explored the structural dynamics of these devices, particularly
with regard to optimization by considering the mechanical work
and maximum tip displacement that can be achieved, as functions

of the geometric and material properties of the piezoelectric fan.
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çıkalın et al. �5� investigated a single piezoelectric fan vibrating
ear a small heat source to determine the conditions under which
he average heat transfer could be optimized. The factors consid-
red were fan length, vibration amplitude, frequency offset and
istance from the heat source.

The present work aims at describing the behavior of the local
eat transfer coefficients of flows generated from a piezoelectric
an. A detailed treatment of this topic is essential to providing
nsight into the underlying phenomena related to these fans, as
ell as to help in their implementation into practical designs.

xperimental Setup and Procedures
Details of the experimental setup for measurement of local tem-

erature distributions are first presented, followed by methods for
alculating the heat transfer coefficients and a description of the
arameters of interest.

Experimental Setup. The experimental setup includes a flat,
onstant heat flux surface mounted in a vertical position on an
ptical table. Both sides of the heat source are exposed to ambient
onditions. A piezoelectric fan is mounted normal to the heat
ource on one side �the “front” side� on a linear stage enabling
recise positioning of the distance from the heat source. Only
ibration in the horizontal direction is considered, and a laser
isplacement sensor �Keyence LK-G157� is positioned to capture
he vibration signal of the fan tip. The heat source is coated on
oth sides with a thin layer of Krylon #1602 black paint having a
nown emissivity of 0.95 �12�, and a thermal image of the back
ide of the heat source �i.e., side opposite from the fan� is captured
ith an infrared camera �ThermaCAM Merlin�. A plexiglass en-

losure is built around the entire setup to isolate it from extrane-
us flows within the room.

The constant-flux heat source design is similar to those in Refs.
13,14�, and a schematic illustration is shown in Fig. 1. It consists
f an electrically heated thin stainless steel �Type 302� foil
tretched over two 25.4 mm diameter copper rods acting as busbar
erminals. The foil is 0.051 mm thick and 101.6 mm wide. A
ower supply provides the required potential drop across the cop-
er rods. The copper rods are located a distance of 203.2 mm
part, thereby providing a heated surface area of 101.6 mm
203.2 mm. The unheated portions of the foil extending beyond

he copper rods are clamped between two pieces of steel held
ogether by three bolts traveling through holes in both the clamp
nd foil. The clamped foil is then attached to a mounting plate by
eans of spring-loaded bolts. The bolts are tightened to eliminate

ny slack at room temperature, and as the foil is heated, the
prings accommodate the thermal expansion to maintain the
eated foil in tension. A thick �25.4 mm� plexiglass frame holds

Fig. 1 Schematic diagram of constant heat flux surface
he heater assembly together and also provides electrical isolation

ournal of Heat Transfer
between the two extreme sides of the heater.
Due to the absence of an interface material or mechanical bond

between the copper and stainless steel foil, the electrical contact
resistance proved to be appreciable compared to the electrical re-
sistance of the heated foil ��0.03 ��. To account for this, voltage
measurements are taken directly on the unheated ends of the foil
as shown in Fig. 1, whereas the current input from the power
supply is simultaneously monitored. Because current only flows
through the portion of the foil between the busbars, no voltage
drop occurs along the unheated length. Measuring voltage using
contacts in the unheated portion avoids the problem of local cool-
ing that would be caused if the probes were in contact with the
heated portion of the foil. This method of voltage and current
measurement adequately describes the power input to the heated
portion of the foil without disturbing the heat transfer behavior of
the heated surface.

Although the resistivity of stainless steel is temperature depen-
dent �temperature coefficient of resistance measured to be 1.6
�10−4 � / °C�, measurements of the voltage at multiple points
along the length of the heater revealed that this has no effect on
the linearity of the voltage drop across the heater. As the voltage
drop across the heater and the current supplied to the heater are
used to calculate the local heat flux, any nominal change in resis-
tance is accounted for, and will not have an adverse effect on the
accuracy of the local heat flux estimation.

Lateral conduction effects leading to thermal smearing are es-
timated by analyzing the respective magnitudes of each mode of
heat transfer �radiation and convective heat losses to both sides of
the foil, and conduction heat transfer through the foil� compared
to the overall heat generated at a specified location. Such an esti-
mation revealed the heat transfer by lateral conduction to be less
than 2% of the heat generated; smearing by lateral conduction is
therefore negligible.

As the thermal conductivity of the copper busbars is much
larger than that of the stainless steel, the copper can act as a local
heat sink. This localized cooling effect is confined to a region
close to the busbars; therefore, all the heat transfer results are
reported for the portion of the heated foil sufficiently remote from
the busbars. A span of foil 25.4 mm in length adjacent to each
copper rod is excluded from the analysis, leaving a heated surface
area of 101.6 mm�152.4 mm that is considered in the measure-
ments.

Local Heat Transfer Calculations. The electrically generated
heat flux �qgen� � is uniform across the entire heated surface, and is
computed according to

qgen� =
VsIs

Aheat
�1�

A local flux balance is used to determine the convection coeffi-
cient due to the piezoelectric fans, as illustrated in Fig. 2. Radia-
tion losses �qrad� � on both sides of the heater are computed from
the measured temperature field as

qrad� = ���Ts
4 − T�

4 � �2�

and the heat loss by natural convection �qnc� � on the side opposite
the fans is found by first performing detailed experiments to de-
termine the local natural convection coefficients �hnc� and using
them in:

qnc� = hnc�Ts − T�� �3�
The remaining component of the heat generated is dissipated as

qmix� by mixed convection with contributions from both forced
convection �due to the piezoelectric fan� and natural convection.
The relationship in such a regime can be expressed according to

�15�:
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aking each of these Nusselt numbers to be based on the same
ength scale, the convection coefficient attributed to the piezoelec-
ric fan �hpz� can be extracted according to

hpz = �hmix
3 − hnc

3 �1/3 �5�

here hmix is directly found from:

hmix =
qgen� − 2qrad� − qnc�

Ts − T�

�6�

he convection coefficients reported in the results below exclu-
ively represent the forced convective contribution from the pi-
zoelectric fan �i.e., hpz�.

Experimental Parameters. The commercially available fans
sed in these experiments are made from a flexible mylar blade.
s shown in Fig. 3, the overall fan length �L� is 64.0 mm, width

Fig. 2 Flux balance on foil „neglecting lateral conduction…

ig. 3 Geometric parameters of fan: length „L… and width „w….
lso shown are the parameters varied throughout experiments:

ibration amplitude „A… and gap distance from heat source „G….

170 / Vol. 129, SEPTEMBER 2007
�w� is 12.7 mm, and the fundamental resonance frequency of the
fan is 60 Hz. Also illustrated in Fig. 3 are the two parameters
varied during the heat transfer experiments: vibration amplitude
�A�, which is half the peak-to-peak amplitude, and gap distance
�G� from fan tip to heater surface. Four different amplitudes are
investigated ranging from 6.35 to 10 mm, where the lower num-
ber is half the fan width �w /2� and the higher number is the
amplitude corresponding to the maximum input to the piezoelec-
tric element below the depoling voltage �i.e., the voltage that
causes a permanent change in polarization�. It has previously been
shown by Kimber et al. �16� that for small amplitudes and large
gaps, the behavior is fundamentally different when compared to
that seen at the opposite extreme �i.e., large amplitude and small
gap�. In light of this fact, the nondimensional quantity G /A is
used to describe the gap distance. The range of this parameter and
the four amplitudes considered within the experiments are given
in Table 1. There are 21 different gaps for each amplitude, yield-
ing a total of 84 experiments. The excitation frequency for each
experiment is 60 Hz and the input signal magnitude was adjusted
to obtain the desired vibration amplitude for each experiment; it
may be noted that due to fluidic damping, a larger input voltage is
required for fans vibrating close to a surface �small gaps�. The
power required to drive the fans varies across the experiments as
a result, and ranges from 10 to 40 mW depending on the vibration
amplitude. The tests thus compare performance for specified am-
plitude rather than for a given power consumption.

The uncertainty associated with the determination of convec-
tion coefficients has two primary contributions: Errors in tempera-
ture measurement and estimation of the generated heat flux. The
uncertainty in the latter is caused by the resolution of the voltage
and current measurements as well as uncertainties in the measure-
ment of the heat source dimensions. The largest source of error is
in the temperature measurement, which affects the estimation of
the radiation flux, natural convection flux, and the mixed regime
flux. The experimental error induced by the infrared camera was
quantified using a blackbody emitter �SBIR 2004� with a tempera-
ture control within ±0.02°C. This revealed a temperature mea-
surement error of ±1°C over a temperature range of 20–80°C.
For the experiments, the heat input to the heater was chosen such
that during forced convection, the minimum temperature observed
was approximately 40°C, causing a worst-case error of ±2.5% in
the temperature reading on the heated surface. Based on this
analysis, the estimated uncertainty in forced convection coeffi-
cients is approximately ±8%.

Experimental Results
Accurate determination of the forced convection coefficient

�hpz� requires a thorough analysis of the setup under natural con-
vection conditions. Natural convection heat transfer coefficients
are first characterized followed by the forced convection coeffi-
cients.

Natural Convection. The temperature field in a representative
natural convection experiment is shown in Fig. 4 where tempera-
tures range from approximately 50°C at the leading edge �y
=−50.8 mm� to 66°C at the top �y=50.8 mm� for a power input
to the heater of 16 W. The near-horizontal nature of the isotherms
is consistent with the behavior expected of natural convection on
a heated vertical surface �17�. The temperature profile under such

Table 1 Variable parameter values in the experiments

Parameter Units Values tested

Amplitude �A� mm 6.35, 7.5, 8.5, 10
G /A — 0.01–2.0 �21 values�
conditions is predicted to increase with vertical position to the 1/5
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ower. The measured temperature profile is shown in Fig. 5 to
onform to this dependence very well. The measured average con-
ection coefficient is 5.3 W/m2 K, which is also comparable with
redicted value of 6.4 W/m2 K from the Vliet and Ross correla-
ion �17�.

The left and right edges near the top of the heater show slightly
igher temperatures �by �3°C� than at the center of the top edge.
his is attributed to the disruption of the natural convection
oundary layers by the copper rods, which is more pronounced as
he boundary layers grow towards the top of the heated surface.
owever, the central area of the heater is isolated from these

ffects, and provides a robust experimental vehicle for the char-
cterization of piezoelectric fan heat transfer.

Forced Convection. Local forced convection coefficient �hpz�
aps are presented in Fig. 6; the same scale is used in all the

mages to enable direct qualitative and quantitative comparison
etween the different cases. Twelve unique cases are shown �out
f the total of 84 experiments conducted�, with rows and columns
epresenting changes in amplitude and gap, respectively. For each
mplitude, results are shown at G /A values at which the tempera-
ure contours show a significant change in distribution. The fan is
ocated in the middle of the heater and the vibration envelope is
uperimposed on each image. The solid vertical line in the center

Fig. 4 Natural convection temperature distribution

ig. 5 Natural convection temperature profile in the vertical

irection at the heat source center, x=0 mm

ournal of Heat Transfer
represents the fan at its zero �undisplaced� position with the re-
maining lines illustrating the extent of the vibration envelope,
whose overall dimensions are twice the vibration amplitude in the
horizontal direction, and equal to the width of the fan in the ver-
tical direction. The heater size shown is 101.6 mm�152.4 mm.
The largest amplitude considered �A=10 mm� is shown along the
top row of Fig. 6 for gaps of G /A=0.01, 0.5, and 2.0. A lobed
pattern is generated when the fan vibrates close to the surface, and
these lobes appear to be symmetric in both the vertical and hori-
zontal directions, suggesting that the fluid agitation is roughly
similar in the vibration direction and its orthogonal direction. This
behavior transitions to a nearly circular �or rounded square� shape
for the intermediate gaps, while the largest gap results in a dis-
tinctly different distribution of heat transfer coefficients. The fluid
agitation at this gap is less influential in the vertical direction
�orthogonal to the direction of vibration�, yielding elliptical con-
tours. The cooling effect is felt over a larger area in the horizontal
direction in contrast to the somewhat localized behavior seen at
small gaps. Although the magnitude of the heat transfer coeffi-
cients is lower for the largest gap, the horizontal extent over
which the influence of the fan is felt is greater.

Results for A=8.5 mm and the same three G /A values as above
are shown along the second row of Fig. 6. Again, distinct cooling
regimes are observed and seem to have the same dependence on
G /A as at the larger amplitude, transitioning from lobed contours
at small gaps, to circular contours at intermediate gaps, and finally
to elliptical contours at large gaps. A further decrease of amplitude
�to A=7.5 mm� results in the distributions shown along the third
row of Fig. 6, and show a similar trend. However it is interesting
to observe the small differences in contours for G /A=2.0 between
the three largest amplitudes. Although the behavior is similar in all
three cases, a departure from elliptical behavior begins to appear
as the amplitude decreases. A secondary pattern starts to form at

Fig. 6 Experimental convection coefficient „hpz… for A
=10 mm „top row…, A=8.5 mm „second row…, A=7.5 mm „third
row…, and A=6.35 mm „bottom row…. Each column represents a
different gap corresponding to G /A=0.01, 0.5, and 2.0. The
heater size shown is 101.6 mmÃ152.4 mm.
the two extreme edges of the elliptical contours, forming two,
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lightly larger circular patterns. This suggests that although simi-
ar behavior is observed for different amplitudes at a given G /A,
his behavior is slowly altered as the amplitude decreases.

This is even more apparent at the smallest amplitude �A
6.35 mm� as shown along the bottom row of Fig. 6. Notable
ifferences relative to the larger amplitudes are seen at both the
mallest and largest gaps. For G /A=0.01, the four distinct lobes
bserved at the higher amplitudes are now reduced to two, and the
lliptical patterns typically seen at G /A=2.0 are also significantly
ltered. The regions with the greatest cooling are seen to have
hifted from the stagnation region to just beyond the vibration
nvelope on either side. This is consistent with the observations in
he literature regarding the fluid domain around a vibrating canti-
ever at small amplitudes �1�, where vortices are shed as the fan
ip passes the point of zero displacement and travel downstream.
he heat transfer results suggest that these vortices are starting to

orm and impinge on the heater surface to create the observed
reas of cooling on either side of the fan envelope. Previous re-
ults �16� showed that a further increase in G /A at small ampli-
udes �G /A=4, A=5 mm� generates two separate circular surface
emperature contours on either side of the fan envelope, with very
ittle cooling in the stagnation region. It appears that the reason for
he differences observed in behavior between large and small am-
litudes could be due to a change in flow/heat transfer regime. It
s interesting to note that for various types of fluid flow including

Fig. 7 Convection coefficient „hpz… along horizontal d
=0.01,0.25,0.5,1.0,2.0… for: „a… A=10 mm, „b… A=8.5 mm, „c
convection profile is also shown.
nternal, external, and free streams, Bejan �18� has suggested that

172 / Vol. 129, SEPTEMBER 2007
the local Reynolds number at which transition from laminar to
turbulent flow occurs is of the order 102, regardless of the type of
flow considered. The local Reynolds number �Rel� for a vibrating
cantilever can be defined as:

Rel =
VrmsA

�
�7�

It is interesting to compare the magnitude of Rel for the two
smallest amplitudes, which is 680 and 940 for A=6.35 and
7.5 mm, respectively. As the magnitude of Rel changes from the
order of 102–103, a transition would therefore be expected as is
the case with the experimental observations. The area-averaged
trends of heat transfer performance also suggest a change in re-
gime, as will be shown in subsequent sections.

Temperature traces along the horizontal centerlines of the
heater surface are analyzed next. These are shown for A=10, 8.5,
7.5, and 6.35 mm in Figs. 7�a�–7�d�, respectively. Each plot in-
cludes five nondimensional gaps ranging from G /A=0.01 to 2.0
as well as the corresponding natural convection distribution for
comparison. Also illustrated by two vertical dashed lines is the
horizontal extent of the vibration envelope, decreasing in size as
the amplitude is reduced. A number of important trends can be
observed from this data. In general, the heat transfer coefficient
near the stagnation region �within the vibration envelope� is

tion „y=0… over range of nondimensional gaps „G /A
=7.5 mm, and „d… A=6.35 mm. For comparison, the natural
irec
… A
nearly uniform, and drops in value beyond this region. The steep-
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ess of this drop is dependent on the gap, with the steepest drop
ccurring at the smallest gap. Although the magnitude of convec-
ion coefficient is obviously different for the two extreme gaps
G /A=0.01 and 2.0�, a more localized cooling zone is observed at
maller gaps in general, whereas the temperature profile flattens at
arge gaps. At small gaps, the fluid motion has limited physical
pace to diffuse before contacting the heat source, causing the
bserved localized cooling effect. Also inferred from these plots is
he existence of an optimal gap that yields the highest stagnation-
egion heat transfer. At the largest amplitude �Fig. 7�a��, for ex-
mple, the highest stagnation performance occurs for G /A=0.25,
nd decreases beyond G /A=0.5. For A=8.5 mm �Fig. 7�b��, the
ptimum gap is more distinct, with the maximum convection co-
fficients being 76.7, 82.0, and 79.2 W/m2 K for G /A=0.01,
.25, and 0.5, respectively. As the amplitude is decreased to A
7.5 mm �Fig. 7�c��, the optimal gap is seen to occur at a larger
/A, where the maximum hpz values are 69.3, 74.3, 76.4, and

8.6 W/m2 K for G /A=0.01, 0.25, 0.50, and 1.0, respectively.
imilar results are observed for an amplitude of A=6.35 mm �Fig.
�d��, where the maximum performance is 57.8, 67.2, 70.8, and
0.8 W/m2 K for G /A=0.01, 0.25, 0.50, and 1.0, respectively. It
s interesting to note that for this amplitude, the performance for a
ap as large as G /A=1.0 is better than the closest gap. Data from
he two larger amplitudes �A=10 and 8.5 mm� suggest an optimal
ap of G /A�0.25, whereas for the two smaller amplitudes �A
7.5 and 6.35 mm�, G /A�0.5 appears to be the optimum. Rela-

ive to the closest gap, the benefit of operating at the optimum gap
or the four cases shown in Fig. 7 ranges from only 2% at A
10 mm to over 20% at A=6.35 mm. A more detailed treatment
f stagnation behavior follows in the next section.

redictive Correlations for Thermal Performance of Pi-
zoelectric Fans

In order to generalize the heat transfer performance obtained
rom the experiments, correlations are developed based on the key
arameters involved. A number of similarities may be identified
etween the behavior of piezoelectric fans and impinging jets.
actors such as jet diameter, jet velocity, and spacing from the

arget are analogous to vibration amplitude, tip velocity, and gap
istance, respectively. Although the flow generated by the oscil-
ating piezoelectric fans is inherently unsteady, the results pre-
ented in this work are time-averaged convection coefficients. The
eat transfer coefficient with piezofans is therefore expected to
orrelate with these parameters in a form similar to that in jet
mpingement. In the following, the applicable nondimensional pa-
ameters are first defined and predictive correlations then pro-
osed.

Nondimensional Parameters. The appropriate length scale for
he local Nusselt number is chosen to include both the vibration
mplitude and fan width by employing the hydraulic diameter
Dpz� of the vibration envelope expressed as

Dpz =
4Aw

2A + w
�8�

his is also consistent with the length scale used for noncircular
mpinging jets, and captures important behavior expected at the
wo extremes of A�w and A�w. For the former extreme where a
ery wide fan is used Dpz�4A, and one would expect amplitude
o be the dominant factor in describing heat transfer performance.
n other words, an increase in width would not affect the magni-
ude of the local performance. The latter extreme would be real-
zed for very thin fans with Dpz�2w. An increase in amplitude in
his case would not have as great an effect on the fluid motion as
ould an increase in width. The local and area-averaged Nusselt

umbers �Nu and Nu� are given as

ournal of Heat Transfer
Nu =
hpzDpz

k
, Nu =

h̄pzDpz

k
�9�

where h̄pz is determined from the size of an arbitrary heat source
and is given as

h̄pz =
1

Aeq
�

Aeq

� hpzdAeq �10�

where Aeq is the area of the heat source. The stagnation Nusselt
number �Nu0� is the local Nusselt number at the geometric center
of the vibration envelope which is based on the convection coef-
ficient at that location �h0� and is expressed as

Nu0 =
h0Dpz

k
�11�

The Reynolds number for piezoelectric fans �Repz� is given
below and is defined using the maximum tip velocity of the fan, or
the product of frequency and amplitude �	A�, the kinematic vis-
cosity ��� of the working fluid, and the same length scale chosen
for Nu:

Repz =
	ADpz

�
�12�

Although the vibration amplitude appears in both Nu and Repz, a
change in amplitude is manifested to a larger extent in Repz due to
its direct influence in both the magnitude of tip velocity and hy-
draulic diameter. Nominal Repz values for the four amplitudes
considered are 3550, 2810, 2370, and 1860 for A=10, 8.5, 7.5,
and 6.35 mm, respectively.

Area-Averaged Nusselt Number. At small gaps the tempera-
ture contours indicate symmetric behavior in the horizontal and
vertical directions, whereas at large gaps, better cooling is noticed
in the horizontal direction. Thus, the optimum conditions for cool-
ing appear to be strongly tied to the target area over which the
heat transfer is averaged; different target area definitions could
result in different optimal conditions. From the results obtained in
this work, it was found that averaging over a square- and circular-
shaped target area agreed to within 1–2% as long as the averaging
area was identical; thus all the results in the following are area
averaged over a circular area with a diameter of Deq. The impact
of increasing the diameter over which the heat transfer coefficient
is averaged �by considering a larger subset of pixels within the
thermal image� is illustrated in Fig. 8 for the largest amplitude
Repz=3550 over a range of gaps. The heater size is represented in
terms of a nondimensional diameter �Deq/A�, where a value of 2
denotes a heater size with its diameter just inscribed within the
horizontal extent of the vibration envelope. The area-averaged
Nusselt number is approximately equal to the stagnation value for
Deq/A
1; well beyond this region �Deq/A�3�, the behavior tran-
sitions to an exponential decay. This type of behavior is compa-
rable to that seen in jet impingement studies �19,20�. Correlations
in the current work are thus based on the forms of the equations
used in jet impingement studies �14,21� to account for the behav-
ior at the two extremes and the transition in between:

Nu = Nu0�1 + �a exp�b�Deq/A�	�−P�−1/P �13�

where a, b, and P are taken as variable parameters to be deter-
mined from a regression analysis. When the coefficient b takes a
negative value, the appropriate behavior is captured for both small
and large Deq/A values.

The behavior of the average Nusselt number normalized with
the stagnation-region value �Nu/Nu0� is compared for all four
Repz �i.e., amplitudes� in Figs. 9�a� and 9�b� at the smallest
�G /A=0.01� and largest �G /A=2.0� gaps, respectively. For G /A
=0.01, the exponential decay observed for Deq/A�3 seems to

transition to a linear decay as Repz is decreased. The curvature
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second derivative� of the decay in this region is 0.007, 0.003, and
.002 for Repz=3550, 2810, and 2370, respectively. The curvature
hen becomes negative �−0.002� at the smallest amplitude �Repz
1860�. The transition from a four-lobe to a two-lobe pattern in

he local heat transfer coefficient distributions in the first column
f Fig. 6 are reflected in the results in Fig. 9 as well. For G /A
2.0 �Fig. 9�b��, the differences become more stark, where curves

rom the largest three Repz are nearly identical, but that for Repz
1860 exhibits a different behavior. Accordingly, results from the

mallest Repz are not included in the correlations proposed in this
ork. However, the correlations developed can still be used for

he smallest amplitude but would result in a somewhat greater
eviation.

Stagnation Nusselt Number. The experimental stagnation
usselt numbers for the three largest Repz are shown in Fig. 10
ver the full range of gaps considered. A smooth fit is superim-
osed on each set of data to better reveal the trends. As observed
arlier with the horizontal centerline profiles, the stagnation Nus-
elt number increases until an optimum G /A is reached, after
hich point, it decreases. For the largest amplitude �Repz=3550�,

he maximum Nu0 occurs in the range of G /A between 0.1 and
.2. As Repz is decreased, the maximum Nu0 also decreases as is
xpected, but the corresponding optimum gap location increases.
n contrast, the optimum spacing in the jet impingement literature
as been suggested to be independent of Repz, with a value of
/A�10 �15,19,20,22�.
The size of the potential-core region �with an undisturbed ve-

ocity profile� in jets becomes smaller with increasing distance
rom the jet outlet, and disappears altogether at roughly five jet
iameters, and is responsible for the independence of jet Reynolds
umber for the stagnation heat transfer. On the other hand, the
elocity field is extremely complex for a vibrating cantilever
1,5,6� and its structure is highly dependent on the gap. The ex-
erimental trends suggest that when operating at the optimum gap,
ore of the energy of the excited fluid is used for cooling. The

ap where this occurs is smaller for fluid of higher energy �large
mplitudes� when compared to that of lower energy �small ampli-
udes�. A rigorous analysis of the fluid domain at various gaps and
mplitudes is underway to better understand the apparent trends of
he optimal gap based on the underlying physics. The dependence
f the optimum gap �Gopt� on Repz for the largest three Repz fol-

ig. 8 Area-averaged Nusselt number „Nu… versus nondimen-
ional diameter of circular heater „Deq/A… for Repz=3550 „A
10 mm… over range of nondimensional gaps „G /A=0.01–2.0…
ows a power law relationship:

174 / Vol. 129, SEPTEMBER 2007
Gopt

A
= 5.289
 Repz

1000
�−2.765

�14�

The stagnation Nusselt number Nu0 is correlated to Repz and
G /A using the form:

Nu0 = �Repz�q�C1
G

A
�r

+ C2 �15�

where q, r, C1, and C2 are all considered variable parameters. The
only modification introduced here relative to the form usually
seen in jet impingement is the additional parameter �C2�, which
accounts for the differences in the two flow situations. Only the
region beyond the maximum �G /A�Gopt /A� is considered, con-
sistent with jet impingement correlation efforts �22�; 48 experi-
ments are included in the regression.

A least-squares approach was used to estimate the seven vari-
able parameters in Eqs. �13� and �15�, with the results listed in
Table 2, yielding average and maximum deviations of 3.3% and
11.4%, respectively for the area-averaged Nusselt number. The
quality of fit for the stagnation Nusselt number using Eq. �15� is
illustrated in Fig. 11�a� where the correlation has average and
maximum absolute deviations of 2.1% and 5.8%, respectively.
The Reynolds number exponent �q� ranges between 0.39 and 0.47,

Fig. 9 Normalized area-averaged Nusselt numbers for four dif-
ferent Reynolds numbers „Repz=3550, 2810, 2370, and 1860
corresponding to A=10, 8.5, 7.5, and 6.35 mm, respectively…
with „a… G /A=0.01 and „b… G /A=2.0
which is comparable to those seen for jet impingement typically
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etween 0.3 and 0.5 �14�. The quality of fit for the average Nusselt
umber is found using the estimated stagnation Nusselt number
rom Eq. �15� as an input into Eq. �13�; Fig. 11�b� shows that the
orrelation agrees quite well with the experimental data yielding
verage and maximum deviations of 3.3% and 11.4%. This corre-
ation is valid for G /A�Gopt /A �Eq. �14�� and for 2400
Repz

3500 with the heater size Deq/A
9. The correlations can also
e used for Repz as low as 1860 �the smallest amplitude consid-
red�; however the resulting accuracy is somewhat lower, yielding
verage and maximum deviations of 3.71% and 23.4%, respec-
ively.

onclusions
Local heat transfer coefficients are investigated for a single pi-

zoelectric fan at various vibration amplitudes and gaps. The ther-
al maps exhibit a lobed-contour behavior at large gaps, transi-

ioning to nearly circular �or rounded square� contours at
ntermediate gaps, and finally elliptical contours at small gaps. An
ptimal gap is noted both in the horizontal centerline profiles of
ocal heat transfer coefficient and in the stagnation-region perfor-

ance; the value of optimum gap is dependent on the vibration
mplitude. Specifically, the optimum gap is small for large ampli-
udes and increases as the amplitude decreases. Predictive corre-
ations are proposed for stagnation-region and area-averaged local
usselt numbers. The experiments in this work were conducted
ith a single fan at a fixed fundamental resonance frequency, for

ig. 10 Stagnation Nusselt number „Nu0… behavior versus
ondimensional gap „G /A… for three separate Reynolds num-
ers „Repz… corresponding to vibration amplitude of 10 mm
Repz=3550…, 8.5 mm „Repz=2810…, and 7.5 mm „Repz=2370…

able 2 Correlation coefficients from Eqs. „13… and „15… found
rom least squares analysis

Parameter Value

a 1.132
b −0.0899
P 25.13
q 0.440
r 1.451

C1 −0.168
C2

1.358
Average

deviation �%�
3.3

Maximum
deviation �%�

11.4
ournal of Heat Transfer
different amplitudes and fan tip to heat source gap distances. The
applicability of the Reynolds number definition in this work in
describing flow conditions at higher �or lower� frequencies re-
mains to be verified. Additional studies are currently underway to
account for the additional factors not considered in this work such
as the presence of additional fans, and the use of fans with differ-
ent geometries and structural characteristics.

Acknowledgment
The authors acknowledge the financial support from members

of the Cooling Technologies Research Center
�www.ecn.purdue.edu/CTRC�, a National Science Foundation
Industry/University Cooperative Research Center and Purdue Uni-
versity.

Nomenclature
A � vibration amplitude �1/2 of peak to peak

amplitude�
Aheat � area of heat source
Deq � diameter of equivalent heat source
Dpz � hydraulic diameter of vibration envelope

Fig. 11 Correlations with experimental data for „a… stagnation
Nusselt number „Eq. „15…… with average and maximum devia-
tions of 2.1% and 5.8%, respectively, and „b… area-averaged
Nusselt number „Eq. „15… substituted in Eq. „13…… with average
and maximum deviations of 3.3% and 11.4%, respectively
G � gap distance
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h̄ � area-averaged forced convection coefficient
h � local forced convection coefficient

h0 � stagnation forced convection coefficient
Is � current from power supply
L � piezoelectric fan length

Nu � area-averaged Nusselt number
Nu � local Nusselt number

Nu0 � stagnation Nusselt number
q� � heat flux

Rel � local Reynolds number
Repz � reynolds number for vibrating cantilever

Ts � surface temperature
T� � ambient temperature

Vrms � root mean square velocity of fan tip
Vs � voltage drop across heater
w � piezoelectric fan width

reek Symbols
� � surface emissivity
� � kinematic viscosity
� � Stefan-Boltzmann constant
	 � vibration frequency

ubscripts
gen � energy generation
mix � mixed regime convection

nc � natural convection
pz � forced convection �under piezoelectric

actuation�
rad � radiation
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Laser Transmission Welding of a
Lap-Joint: Thermal Imaging
Observations and
Three–Dimensional Finite
Element Modeling
Laser transmission welding (LTW) is a relatively new technology for joining plastic
parts. This paper presents a three-dimensional (3D) transient thermal model of LTW
solved with the finite element method. A lap-joint geometry was modeled for unreinforced
polyamide (PA) 6 specimens. This thermal model addressed the heating and cooling
stages in a laser welding process with a stationary laser beam. This paper compares the
temperature distribution of a lap-joint geometry exposed to a stationary diode laser
beam, obtained from 3D thermal modeling with thermal imaging observations. It is
shown that the thermal model is capable of accurately predicting the temperature distri-
bution when laser beam scattering during transmission through the polymer is included
in the model. The weld dimensions obtained from the model have been compared with the
experimental data and are in good agreement. �DOI: 10.1115/1.2740307�

Keywords: thermal imaging, finite element modeling (FEM), 3-D thermal modeling,
ANSYS, laser transmission welding of thermoplastics (LTW), diode laser
ntroduction

Plastics are extensively employed in manufacture of automotive
omponents, consumer products, as well as electronic and medical
evices. Their use continues to increase because of their good
trength-to-weight ratio, low cost, and ease of recycling. Complex
arts are often made of smaller parts that are molded and then
oined together. Since making the same complex component in
ne piece is not always feasible, various joining techniques have
een developed, including adhesive joining, mechanical fastening,
nd fusion bonding or welding. This paper will focus on thermal
odeling of a fusion bonding technology known as laser trans-
ission welding �LTW�.
LTW involves clamping laser-transparent and laser-absorbent

arts together. A laser beam passes through the laser-transparent
art, and is absorbed by the laser-absorbent part near the weld
nterface. Heat generated at the interface is transfered back into
he transparent part by conduction. This heat energy melts a thin
ayer of plastic in both parts. Molecular diffusion occurs and a
olid joint is formed as the melt layer solidifies �Fig. 1�.

The LTW approach known as contour welding is addressed in
his paper. It refers to the use of a spot of laser energy that moves
nce along a preprogramed contour path. It creates a local melt
lm at the weld interface. This is different than quasi-
imultaneous welding in which a quick oscillating movement of
he laser beam spot creates a melt film over the entire weld area.
ussek et al. review the existing LTW approaches and give sev-
ral application examples �1�. The quasi-simultaneous technique

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 27, 2006; final manuscript received
anuary 23, 2007. Review conducted by Bengt Sunden. Paper presented at the 2006
SME International Mechanical Engineering Congress �IMECE2006�, Chicago, IL,

SA, November 5–10, 2006.

ournal of Heat Transfer Copyright © 20
has been used for manufacture of automotive sensors �2�, while
contour �3� and simultaneous �mask� welding �4� have been used
to manufacture medical microfluidic devices.

The focus of this work was the development of a three-
dimensional �3D� thermal model for a LTW process that can pre-
dict the spatial and temporal properties of parts being joined. It
was our objective to have a model that can predict the detailed
properties of the weld. Such a model is essential for good under-
standing of the process and subsequently its optimization.

Background
To form a strong bond, it is important that the weld interface is

exposed to sufficient heat to melt the polymer while avoiding
excessive energy which can cause polymer degradation. Delivery
of the thermal energy by the laser beam is influenced by process
parameters such as the laser power, speed, and beam spot size, as
well as material properties such as absorptivity of the laser radia-
tion, thermal conductivity, density, and specific heat. The presence
of reinforcements and other additives can complicate the process
by making the plastic properties anisotropic. The scattering of
laser energy in the transparent part is of specific interest.

Several studies have tried to model the physical processes of
melting and resolidification involved in welding. These studies
concentrated on predicting the temperature distribution and heat
flow during welding. An analytical thermal solution for a welding
process was first suggested by Rosenthal �5�. He introduced a
moving heat source applied to a highly conductive semi-infinite
plate �metal�. He ignored the dependence of thermal properties to
temperature. Temperature-dependant properties cause nonlinearity
that cannot be easily handled by analytical methods.

Potente et al. �6� analyzed the heating phase in LTW of polya-
mide �PA�6. They assumed the absorption coefficient of the ab-
sorbing part was high enough for the heat to be generated only at
the interface and conducted equally into both parts. Subsequently,
they obtained a symmetrical temperature distribution, with a peak

temperature at the interface. Based on the above approximation,
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hey applied an analytical heat transfer model of single-sided im-
ulse welding to the LTW process. For an absorbing material with
low absorptivity, they defined a correction factor and supported

heir results by comparing the calculated and measured melt-layer
hicknesses.

Several studies have modeled a moving laser heat source by a
D model in the plane of the moving beam center line. By using
coordinate system moving together with a heat source, a quasi-

teady state model is obtained. Grewell et al. �7� applied the
odel to laser transmission microwelding of plastics. The speci-
ens were assumed to be semi-infinite with temperature-

ndependent properties. Sato et al. �8� studied the effect of trans-
issivity and absorptivity of colored plastics on the temperature

istribution within the welded parts. They assumed a semi-infinite
orkpiece, stationary laser beam, and moving workpiece. They

pplied the finite difference method �FDM� to model polystyrene
lates in a lap-joint configuration. The main drawback of such 2D
odels is their inability to predict the temperature distribution in

he joint, transverse to the beam travel direction.
In an earlier study conducted by this research group,

rabhakaran et al. �9� investigated a modified T-like joint exposed
o a moving diode laser beam. Unreinforced PA6 was chosen for
he experiments and 0.2% �weight� carbon black was added to the
lear PA6 to make it absorbent. The effect of process parameters,
uch as weld pressure, as well as laser beam speed, power, and
rea, on meltdown, microstructure, and weld strength were inves-
igated. A one-dimensional �1D� thermal FDM model was devel-
ped to predict the temperature distribution �10�. However, due to
ts 1D nature, the model could not predict the molten zone depth
ariation across the weld.

Mayboudi et al. �11� developed a 2D thermal model for LTW of
T-like joint geometry in their earlier studies. They presented the

esults for the case when an unreinforced PA6 �transparent� and an
nreinforced PA6 with 0.2% �weight� added carbon black �absor-
ent� were joined under a small clamping pressure. Their model
ssumed that heat conduction in the direction along the beam
ravel was negligible. As a continuation to their study, Mayboudi
t al. �12� presented a 3D thermal model for LTW of a T-like joint
eometry exposed to a moving laser beam. The model was found
o predict 7°C lower peak temperatures in the joint than the ear-
ier 2D model.

Few studies have been able to verify the LTW thermal models
irectly. They have mainly used indirect methods such as compar-
ng the predicted and actual molten zone depth. Direct measure-

ent by thermocouples inserted into the plastic are unreliable to
he laser energy being directly absorbed by the wire and to errors
ntroduced by high thermal conductivity of the wires �conduction
rrors�. Noncontact surface temperature measurement by infrared
hermal imaging offers one possible approach to thermal model
erification for LTW. While use of thermal imaging in LTW has
een reported �13�, its application has focused on material optical

Fig. 1 LTW process for a lap joint
roperty assessment and not on model verification. In their work,

178 / Vol. 129, SEPTEMBER 2007
Haferkamp et al. �13� applied a thermographic method to plastics
�polyamide and polybutylene� to assess their transmissivity by
measuring the temperature difference of the sample surfaces ex-
posed to a diode laser beam. They used the optical properties thus
found in a finite element method �FEM� model. No details on the
FEM modeling were given.

As a continuation to the authors’ previous LTW study, this pa-
per addresses the verification of the thermal model by a thermal
imaging technique. A 3D transient heat transfer model of the
specimen geometry used in this thermal imaging study was devel-
oped with ANSYS 10. The model represents a PA6 specimen in a
lap-joint geometry configuration exposed to a stationary laser
beam. Predicted temperature distributions were verified through
thermal imaging observations of the specimen’s surface.

Heat Transfer in LTW
Applying the energy conservation law to the LTW process re-

sults in a 3D transient conduction heat transfer equation �14�

�

�x
�kx�T�

�T

�x
� +

�

�y
�ky�T�

�T

�y
� +

�

�z
�kz�T�

�T

�z
� + q�x,y,z,t�

= ��T�C�T�
�T

�t
�1�

where kx, ky, and kz are thermal conductivities along the x, y, and
z axes, respectively; T is temperature; � is density; C is specific
heat; t is time; and q is internal heat generation rate per unit
volume.

In this analysis, the laser energy absorbed in the plastic is mod-
eled as an internal heat generation term. The heat generation q
�W/m3� is defined in terms of the laser energy flux change caused
by the absorption of the laser beam energy by the plastic and is a
function of laser power, material absorption properties, laser beam
cross-section dimensions, and laser beam power flux distribution.
The rate of internal heat generation �W/m3� is derived from the
Bouguer–Lambert law �15� and is presented as a function of y

q�y� = KI0e−Ky �2�

where I0 is the laser energy flux �W/m2� at the surface; y is
distance from the surface within the material; and K is the total
extinction coefficient caused by the laser beam absorption and
scatter. In this study, radiation scatter was neglected unless other-
wise mentioned.

Physical and Optical Properties
The material used in this study was PA6 with the commercial

name of Akulon F223-D �16�. The temperature-dependant thermo-
physical properties for this plastic were integrated into the model
�11,12�. Table 1 shows values of the material properties at the
room temperature �16�.

The absorbent part contained 0.2% �weight� of carbon black.
The absorption coefficient �total extinction coefficient� for the ab-
sorbent part was adopted from the authors’ earlier study �11�.
They suggested the absorption coefficient for the absorbing part
could be predicted by modeling it as soot particles suspended in a

Table 1 Thermo-physical properties of PA6 „Akulon F223-D… at
the room temperature.a

Material Property Value

Density �kg/m3� 1130
Thermal conductivity �W/m°C� 0.2
Specific heat �J /kg°C� 1600
Melting temperature �°C� 220

aSee Ref. �16�.
transparent medium. This assumption leads to an absorption coef-
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cient of 4.8 mm−1. The absorption coefficient of the transparent
art �0.21 mm−1� was adopted from Prabhakaran �17�, where the
eam energy flux readings from a power meter before and after
itting the transparent part were obtained.

A Rofin-Sinar DL�16 diode laser with a power capacity of
60 W was used in this work. The diode laser beam has a rectan-
ular cross section with the focal-plane dimensions of 1.4 mm
0.7 mm �18�. The off focal-plane beam hits the transparent part
mm above the focal plane where the laser beam dimensions are

ig. 2 3D model geometry „dimensions in mm, the thickness
f each part is 3 mm…
Fig. 3 The me

ournal of Heat Transfer
slightly larger �1.5 mm�0.9 mm� �18�. The power flux distribu-
tion was assumed to be uniform. This approximated the energy
distribution of unscattered beam focused at the interface. The long
beam dimension �1.4 mm� was aligned with the z axis �Fig. 2�.

Thermal Imaging
Thermal infrared �IR� imaging cameras are detector and preci-

sion optics platforms that produce a visual representation of the IR
energy emitted and reflected by all objects. All objects above ab-
solute zero �−273°C� radiate infrared energy. Thermal imaging
was used to measure the surface temperature distribution of the
welded components in order to compare the observed temperature
to the predicted surface temperatures from the thermal model.

In this study the camera was directed at the exposed edge of the
welded sample as shown in Fig. 2. The viewed direction was
perpendicular to the laser beam axis.

The radiation measured by the camera depends on the object
temperature, volume, and surface emissivity ���, and surrounding
conditions. The surroundings are important because they are
partly reflected by the object. Volume emission and transmission
are important because, if the material were not opaque, the camera
would be able to see into the object. Surface emissivity affects the
emission of thermal radiation by the object and the reflection of
the surroundings. Radiation from the object is also influenced by
the absorption in the atmosphere and any external optics that it
passes through.

To measure the object temperature accurately, it is therefore
necessary to compensate for the effects of these various param-
eters. If we want to measure the surface temperature distribution,
shed model
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hen it is highly desirable that the object be opaque. To minimize
he effects of the surroundings, we want the surface emissivity to
e near that of a blackbody �i.e., �=1.0�.

Preliminary testing was done to determine the emission and
ransmission characteristics of the plastic. For the thermal imaging
xperiments to be accurate the plastic must be opaque to radiation
n the wavelengths important in this study. The radiation wave-
ength depends on the temperature as described by the Planck
unction �15�. In this study we were interested in plastic surface
emperatures up to approximately 70°C. We are also interested in
adiation of the same wavelength as the laser �effective tempera-
ure 4500°C�.

Fig. 4 Closeup of the m

ig. 5 Heat generation profile along the height of the geom-
2
try „energy flux: 1 w/mm …

180 / Vol. 129, SEPTEMBER 2007
The plastic surface emissivity was estimated by heating the
transparent and absorbent PA6 plaques to a known temperature
monitored by thermocouples embedded in the samples and then
viewing the surfaces with the thermal imager. The surface emis-
sivity setting in the camera was adjusted until the temperature
indicated by the imager agreed with the known sample tempera-
ture. This method showed the emissivity of the plastic to be in the
range of 0.9–0.95 for object temperatures from 22°C to 250°C,
matching the thermocouples temperatures within 0.5°C.

We know that the transparent plastic part is transparent to the
laser energy. Therefore we know that any scatter of the laser en-
ergy by the transparent part can be directed toward the imager to
give a false temperature indication. Scatter has been ignored in the
heat transfer analysis, but scatter in the thermal imaging measure-
ments cannot be ignored. Therefore, the edge of the transparent
part must be treated with a thin opaque coating such as carbon
black. With this coating, the camera will not be affected by small
amounts of scattered laser energy. If the coating is very thin, it
should not affect the surface temperature significantly.

A 3-mm-thick sample of the transparent material was used to
determine if the plastic �PA6� was opaque to the longer wave-
length radiation from the lower temperatures expected from the
internal heating process. A test was done using a soldering iron
�T=400°C�. The soldering iron heated tip was held behind the
3-mm-thick sample and the sample was viewed by the thermal
imager. This imager showed no trace of the soldering iron. From
these tests it was concluded that the sample material is, in all
practical terms, opaque to the thermal energy emitted by the plas-
tic material.

One last concern was leakage of thermal radiation through a
small gap between the two plastic pieces to be welded. This pos-
sibility was eliminated by joining the two plastic parts prior to

hed model „front view…
es
thermal imaging. The parts were joined by making several parallel
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eld lines across the area where the stationary beam would be
ocated for the thermal imaging test. These weld lines are visible
s dark horizontal lines in Fig. 20.

An experimental plan was designed to verify the thermal model
sing a thermal imaging camera. In order to observe and record
he temperature distribution during the LTW process, a thermal
maging camera �FLIR ThermaCAM SC1000� was mounted on a
rame built inside the enclosure of the diode laser welding work-
tation �Rofin Sinar UW200�. The camera has a spectral range of
.4–5 �m and uses a 256�256 focal plane array of
tSi/complementary metal–oxide-semiconductor �CMOS� detec-

ors. The laser in this study has a wavelength of 0.94 �m, which
s outside the spectral range of the camera.

The thermal camera, equipped with a macro lens, had to be
laced so that the lens was 2 cm from the geometry to achieve
ocus �Fig. 6, face A� and directed perpendicular to this face. The
aser beam center �x=0 mm� was located at a distance “a” �Fig. 2�
way from the front edge, ranging from 3 mm to 4 mm. It was
ssumed, based on the experiments described earlier, that the tem-
eratures indicated by the camera on this surface were the true
urface temperatures and were not affected by the scattered laser
nergy or by temperatures internal to the welded specimens.

omputational Methodology
ANSYS 10 was used in all stages of the thermal model includ-

ng pre- and post-processing phases. The CPU time to process and
olve the problem was approximately 12 h on a 3 GHz PC with

Fig. 6 Temperature contours at th
GB of RAM. The lap-joint used in the experiments �Fig. 2� was

ournal of Heat Transfer
modeled in this study for verification purposes. It consists of two
rectangular plaques �100�20�3 mm3�. The transparent part
�part A in Fig. 2� is welded to the absorbent part �part B�. It was
assumed that the beam hits part A at the distance “a” away from
the front edge �Fig. 2�, the distance being measured to the beam
center. A second absorbent plastic part, serving as an insulator
from the aluminum fixture underneath part B, was added �part C�.
This extra part was partially included in the thermal model.

Modeling
The intent of this model was to simulate the LTW of a lap-joint

geometry. Model run conditions were based on the experimental
conditions unless otherwise mentioned. Due to the symmetry in
the geometry and laser beam profile, the geometry was cut in the
laser beam symmetry plane, at x=0, perpendicular to the x axis.
Preliminary models with full-size geometry �Fig. 2� helped to
identify where in the part the temperature gradients were suffi-
ciently small to allow reduction of the model size to improve
efficiency. The reduced model dimensions are 10�12�8 mm3

�Fig. 2�. The top and front faces of the geometry were assumed to
transfer heat by convection �h=5 W/m2 K� to the environment
since they are exposed to the surroundings. The rest of the sur-
faces were assumed to be insulated. The left vertical side is the
plane of symmetry and thus insulated. The bottom face is in con-
tact with another plastic part �part C� �100�20�3 mm3�, which

nd of the heating phase „t=10 s…
e e
insulates this face. 2 mm depth of this part was modeled to ac-
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ount for the conduction heat transfer to this part. The model was
eshed using Solid70 elements �19� �Figs. 3 and 4�, a 3D element
ith heat conduction capabilities.
The element has eight nodes, with temperature as its single

egree of freedom at each node. The element has the prism and
etrahedral options. An element size of 0.08 mm was used for the
nterface of parts A and B �Fig. 2� and the rest was meshed with
.45 mm elements. Grid sensitivity analysis confirmed this choice
f element size. Grid sensitivity analysis was performed by pro-
ressive reduction of element sizes both in the refined mesh area
n part B near the joint interface and in the rest of the model. In
he refined area, element sizes from 0.3 mm to 0.07 mm were
ested while in the rest of the model, element sizes from 0.7 mm
o 0.45 mm were tested. Mesh refinement was stopped when a
hange of less than 3°C was observed within the molten zone. A
ange of time steps was explored starting from 2 s to 0.5 s. Time
tep of 1 s was chosen to satisfy solution convergence and stabil-
ty.

Maximum heat generation happens at the contact surface of the
arts. Heat generation was defined by an input ASCII file in the
orm of a 2D array and is a function of depth �y� and time �t�. A

ATLAB computer code was developed to create the heat gen-
ration input file as a function of beam dimensions, laser power,
nd absorption coefficient of the transparent and absorbent parts.
n example of heat generation profile along the y axis is shown in
ig. 5 �Eq. �2��.
The model simulated a 10 s interval of laser–material interac-

ion �i.e., heating�, followed by 10 s cooling phase. The beam was
tationary.

In laser welding of PA6 parts of similar dimensions, laser pow-
rs in the tens of watts, and speeds of 5–50 mm/s are used, which

Fig. 7 Temperature contours at the symmetry pla
ead to laser–material interaction times of under 1 s. For this

182 / Vol. 129, SEPTEMBER 2007
study, the heating process was prolonged and power was de-
creased to accommodate the thermal camera data acquisition
speed limitations during the heating and cooling phases. As an
example, the results obtained from a 10 s exposure of the rectan-
gular plaques to a 1 W diode laser beam are presented in this
study. When distributed uniformly over the beam area of
1.4 mm�0.7 mm2, this gives the energy flux of 1 W/mm2. This
value was used to generate the results presented in this paper,
unless otherwise noted. While running a 160 W diode laser at a
low power of 1 W leads to some degree of power fluctuation
�±0.2 W�, these fluctuations, as noted on the laser controller’s
display, were relatively fast �several per second� and average out
to correct value over the much longer duration of the test �10 s�.
Accurate average power delivery was also verified prior to the
tests by a calibration with a power meter.

Results and Discussion
The 3D temperature contours at the end of the heating stage

�10 s� are shown in Fig. 6 for the case of an unscattered laser
beam. Corresponding temperature contours on the symmetry
plane of the geometry �x=0 mm� are shown in Fig. 7. The highest
temperature of 345.4°C was predicted at the symmetry plane and
at 0.2 mm below the interface �y=3.2 mm�. Given the melting
point of PA6 �217°C�, the red area in the contour plot shows the
molten volume of the plastic plaques. These data were supported
by the experimental observations where the exposed plastic was
molten at the interface.

Temperature as a function of time for different locations along

at the end of the heating phase „t=10 s, x=0 mm…
the y axis at the symmetry plane �x=0 mm� and surface A �see
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ig. 6� is shown in Fig. 8. Surface A is the surface observed by the
hermal camera. The temperature increases up to a maximum
alue of 49.6°C at 17 s.

Figure 9 shows the temperature versus time at the center of the
eam �z=9 mm� for different locations along the y axis. The tem-
erature rises up to 345.4°C at 10 s and then decreases quickly at
he joint interface �where the heat generation peaks�. Temperature
t the upper surface �y=0 mm� peaks at 162.3°C while tempera-
ure 3 mm below the joint interface remains below 38°C through-
ut the modeled time interval. From Fig. 9, the melting at the joint
nterface starts after 1.8 s and continues up to 10.8 s.

The temperature variation as a function of location along the x
xis at the center of the beam and at the end of the heating phase
10 s� is shown in Fig. 10. A maximum temperature of 345.4°C
as observed at the symmetry plane �x=0 mm�. The temperature
radient is high up to x=2 mm and then decreases more consid-

ig. 8 Temperature versus time along the Y axis of the geom-
try „x=0 mm, z=12 mm, surface A…

ig. 9 Temperature versus time along the Y axis of the geom-
try „x=0 mm, z=9 mm, center of the beam…

ig. 10 Temperature distribution along the x axis „t=10 s, y

3.2 mm, z=9 mm, center of the beam…

ournal of Heat Transfer
erably. Using Fig. 10, one can determine the weld width in the x
direction. Using the melting temperature of PA6 �217°C�, the
weld half-width of 0.41 mm is obtained. This value is comparable
with the weld half-width of 0.5 mm obtained from experimental
studies �Fig. 20�.

Temperature distribution along the y axis at the center of the
beam, symmetry plane �x=0 mm�, and at the end of the heating
phase �10 s� is shown in Fig. 11. As can be seen from this figure,
the temperature is highest �345.4°C� at 3.2 mm below the sur-
face. This corresponds to 0.2 mm from the interface, inside the
absorbent part. Using Fig. 11, one can determine the weld dimen-
sion in the y direction. Using the melting temperature of PA6
�217°C�, the melt height of 0.99 mm is obtained.

Figure 12 shows the temperature distribution along the z axis at
the center of the beam, symmetry plane �x=0 mm�, and at the end
of the heating phase �10 s�. It is seen that the temperature in-
creases as one gets closer to the center of the beam where maxi-
mum temperature of 345.4°C is observed. Using Fig. 12, one can
determine the weld dimension in the z direction. Using the melt-
ing temperature of PA6 �217°C�, the melt dimension of 1.35 mm
is obtained. This value is comparable with the value of 1.5 mm
obtained from experimental studies �Fig. 20�. Figure 12 shows
that the maximum temperature reached at surface A is 42.2°C.

Figure 13 shows the temperature variation for four different
distances a of the laser beam center from the sample edge. The
surface temperature is expected to increase as the laser is moved
closer �shorter distance a�. Figure 13 clearly shows how sensitive
the edge temperature is to the position of the laser. When the beam
was moved from 2 mm to 4 mm from the edge, the model-
predicted peak face temperature decreased from 73°C to 37°C.

Note that all the results shown so far assumed the laser beam
energy is uniformly distributed within the rectangular area of

Fig. 11 Temperature distribution along the y axis „t=10 s, x
=0 mm, z=9 mm, center of the beam…

Fig. 12 Temperature distribution along the z axis „t=10 s, x

=0 mm, y=3.2 mm…
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.4 mm�0.7 mm2. This uniform beam distribution serves as a
rst-order approximation of unscattered laser beam distribution in

he focal plane.
Figures 14 and 15 show thermal images of the rectangular

laques exposed to a 1 W diode laser beam for 10 s where the
eam center is located 3 mm from surface A. Figure 14 displays
he temperature image at the end of the heating phase �10 s�,
here the temperature shows its maximum value �66°C� on the
iewed surface. Figure 15 shows the temperature distribution after
0 s of cooling �20 s�, where joint temperature drops to 55°C and
eat conducts through the components.

Line L2 marks the top surface of part A �y=0 mm� and line L3
arks the lower surface of part C �y=9 mm�. The image above

ine L3 shows the second absorbent plastic part �part C� that was
entioned earlier. As a reminder, the camera is looking at surface
�see Fig. 6�. L1 marks the center line where the laser beam is

ocated.
Figure 16 shows the temperature versus time obtained from

hermal imaging presented in Figs. 14 and 15. It is seen that the

ig. 13 Temperature versus time obtained from thermal mod-
ling for different distances from the edge „x=0 mm, y=3 mm,
=12 mm, surface A…
Fig. 14 Thermal imaging w

184 / Vol. 129, SEPTEMBER 2007
temperature near the interface of the parts A and B increases dur-
ing the heating stage �up to 66°C at 10 s� and then decreases
during the cooling stage �down to 47°C at 20 s�.

For comparison, Fig. 16 includes the thermal model prediction
for temperature on surface A at the interface of parts A and B �Fig.
13, a=3 mm�. It is clear that the observed surface temperatures do
not agree with the 3D model predictions based on an unscattered
and focused laser beam. The thermal model results show a smooth
curve with no steep temperature gradient at the end of the heating
stage. The thermal imager results show a sudden slope change
when the laser is turned off at 10 s. This suggests that the laser
beam is reaching much closer to the viewed surface than what
would be expected from the unscattered laser.

The authors believe scattering is an important factor in a LTW
process of PA6. Scattering causes the beam to be widened after
hitting the transparent surface �part A�. Therefore, the beam hit-
ting the interface of the transparent and absorbent parts �parts A
and B� is a larger distributed beam. To verify this theory, the beam
was widened in the 3D thermal model to account for the scattering
of the diode laser beam based on recently reported beam profiling
studies �18� and ongoing experiments by the authors. Continuous
and discretized beam profiles are shown in Fig. 17. This figure
shows the measured normalized beam power flux after the beam
passed through 3 mm of PA6 without carbon pigment. Clearly the
beam has been broadened by scatter.

Figure 18 shows the results obtained from the thermal model
where the discretized beam profile �Fig. 17� was implemented. In
the x direction, energy was distributed uniformly over the beam
half-width of 0.25 mm. The beam center was located at a distance
a=3 mm from surface A, matching the experimental conditions.
The results show that the thermal model predictions agree much
better with the results obtained from the thermal imaging camera.
The maximum predicted temperature of 67°C agrees very well
with the observed peak temperature of 66°C thermal imaging
experiments �Fig. 16�.

Figure 19 compares the temperature versus time obtained from
thermal modeling �points� and thermal imaging �lines� for differ-
ent locations along the y axis on surface A. It is observed that the
thermal imaging results support the thermal modeling results.

An additional way to validate a thermal model is to examine the
indow at 10 s „laser on…
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Fig. 15 Thermal imaging window at 20 s „laser off…
ig. 16 Temperature versus time from thermal imaging experi-
ents at different locations along the y axis „x=0 mm, z

12 mm, surface A…
Fig. 17 Beam profile along the z axis

ournal of Heat Transfer
Fig. 18 Temperature versus time from thermal modeling at dif-
ferent locations along the y axis „x=0 mm, z=12 mm, surface
A…
Fig. 19 A Comparison between the temperature versus time
from thermal modeling and thermal imaging at different loca-

tions along the y axis „x=0 mm, z=12 mm, surface A…
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imensions of the molten zone caused by the stationary beam.
pon separation of the two joined parts �A and B�, this molten

rea was visible and its dimensions were found to be approxi-
ately 1.5 mm2�1.0 mm2 �Fig. 20�. These dimensions agree
ell with focused beam dimension �1.4 mm�0.7 mm� suggest-

ng that most of the laser power remains in the original beam.
Figure 21 shows the temperature distribution at 10 s along the x

nd z axes at the interface between parts A and B. Using the
elting temperature of PA6 �217°C�, the predicted molten zone

imension along the z axis is 1.23 mm and along the x axis, the
alf-width dimension is 0.29 mm �or 0.58 mm full width�. This
uggests the model is underpredicting the weld dimensions.

onclusion
A 3D transient thermal model for a lap-joint exposed to a sta-

ionary diode laser was presented in this paper. The model was
olved using the ANSYS FEM code. Results were presented for
he case of a rectangular uniform beam energy distribution ap-
roximating unscattered and focused beam. The weld dimensions
btained from this model agreed well with the experimental weld
imensions. The temperature distribution obtained from the mod-
ling results was compared to thermal imaging data from experi-
ents and it was found that the model predictions did not agree
ell with the thermal imaging data. However, when scatter of the

aser beam was accounted for in the thermal model, the agreement
etween the thermal imager and model was significantly im-
roved. With scatter included, the thermal model tended to
lightly underpredict the final weld dimensions. These results
how that beam scatter is an important factor in thermal modeling
f the LTW process.

cknowledgment
The authors acknowledge the financial support of Natural Sci-

nces and Engineering Research Council of Canada �NSERC�.

Fig. 20 Experimental molten spot dimensions

ig. 21 Temperature as a function of location along the x and

axes at the center of the beam „t=10 s…

186 / Vol. 129, SEPTEMBER 2007
The authors appreciate the technical support for ANSYS provided
by ROI Engineering Company and, in particular, Mr. Peter
Budgell for technical assistance with the software. The authors
acknowledge the contribution of Canada Foundation for Innova-
tion �CFI� and Ontario Innovation Trust �OIT� toward the pur-
chase of the diode laser system.

Nomenclature
C � specific heat �J /kg°C�
I � laser energy flux �W/mm2�

K � extinction coefficient �mm−1�
T � temperature �°C�

dx � width increment �mm�
dy � depth increment �mm�
dz � height increment �mm�
k � thermal conductivity �W/m°C�
q � internal heat generation rate �W/mm3�
t � time �s�

x ,y ,z � coordinate variables

Greek
� � density �kg/m3�, reflectivity

Subscripts
0 � initial condition
x � along the x axis
y � along the y axis
z � along the z axis
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Temperature-Dependent Viscosity
and Viscous Dissipation Effects in
Simultaneously Developing Flows
in Microchannels With Convective
Boundary Conditions
The effects of viscous dissipation and temperature dependent viscosity in simultaneously
developing laminar flows of liquids in straight microchannels are studied with reference
to convective boundary conditions. Two different geometries, namely the circular tube
and the parallel plate channel, are considered. Viscosity is assumed to vary with tem-
perature according to an exponential relation, while the other fluid properties are held
constant. A finite element procedure, based on a projection algorithm, is employed for the
step-by-step solution of the parabolized momentum and energy equations. Axial distribu-
tions of the local overall Nusselt number and of the apparent Fanning friction factor are
presented with reference to both heating and cooling conditions for two different values
of the Biot number. Examples of radial temperature profiles at different axial locations
and of axial distributions of centerline velocity and temperature are also
shown. �DOI: 10.1115/1.2740306�
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ntroduction
The accurate solution of several heat transfer problems associ-

ted with microchannel flows requires that the thermal resistance
f the channel wall is not disregarded. Moreover, in many situa-
ions of practical interest, fluid velocity and temperature fields
evelop simultaneously, resulting in overlapping hydrodynamic
nd thermal entrance regions. This occurs when fluid heating or
ooling begins at the microchannel inlet, where the velocity
oundary layer also starts developing. In such a situation, entrance
ffects on fluid flow and forced convection heat transfer cannot be
eglected if, as it happens very often in laminar flows, the total
ength of the microchannel is comparable with that of the entrance
egion. Temperature dependence of fluid properties can also play
n important role in the development of velocity and temperature
elds. If, as it is assumed in this paper, the fluid is a liquid,
iscosity is the property which exhibits the most relevant varia-
ions with respect to temperature. Therefore, the main effects of
emperature dependent fluid properties can be retained even if
nly viscosity is allowed to vary with temperature, while the other
roperties are assumed constant. Finally, viscous dissipation ef-
ects often cannot be neglected in ducts with very small hydraulic
iameters, like microchannels, even for ordinary liquids, charac-
erized by moderate values of viscosity. It is worth noting that,
ith temperature dependent viscosity, viscous dissipation affects
oth temperature and velocity distributions along the microchan-
el. Even if all these aspects have already been considered in the
ast, to the authors’ knowledge no systematic studies are reported
n the literature taking into account the combination of wall ther-
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mal resistance, entrance, temperature dependent viscosity, and vis-
cous dissipation effects. Only recently, the authors have presented
a couple of papers where the influences of the last three factors are
analyzed, but the wall thermal resistance is neglected �1,2�. It
must be noticed, however, that a simplified way to account for it
and, possibly, also for the external convection resistance, is rep-
resented by the specification of convective boundary conditions at
the wall, with an appropriately defined heat transfer coefficient,
when solving the energy equation. This approach is adopted in the
present paper which, thus, represents an extension of the previous
work.

In the past decades, many authors have investigated, both ana-
lytically and numerically, simultaneously developing flows in
straight ducts of constant cross section. Comprehensive reviews of
these theoretical studies, referring to ducts of different cross-
sectional geometries, can be found in Refs. �3,4�. However, since
a basic assumption made in almost all such studies is that fluid
properties are constant, the corresponding solutions are adequate
only for problems involving small temperature differences. In
fact, experimental results for problems involving large tempera-
ture differences substantially deviate from constant property solu-
tions �3,5�.

As anticipated above, for most liquids, density, specific heat,
and thermal conductivity are nearly independent of temperature,
while viscosity markedly decreases with increasing temperature,
in much the same manner as the Prandtl number does �5�. Thus,
the assumption of constant properties, with the exception of vis-
cosity, which is still allowed to vary with temperature, is adequate
for most liquid flows, no matter how large temperature differences
are. Because of the relative complexity of temperature dependent
property problems, only a limited number of such solutions for
laminar forced convection in simultaneously developing flow in
ducts have appeared in the literature �3�. However, most of these
studies are based on the assumption of a viscosity dependence on
temperature given by a specific relation of empirical nature �5–9�,

leading to results which cannot be considered general and appli-
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able to other liquids or for different temperature ranges. Similar
onsiderations can be made with respect to studies concerning
hermally or simultaneously developing flows in microchannels
10,11�.

As already mentioned, viscous dissipation effects cannot be ig-
ored in microchannel flows of ordinary fluids, having Prandtl
umbers on the order of a few units, due to the very small values
f the hydraulic diameter �12–17�. For such fluids, hydrodynamic
nd thermal entrance lengths are comparable, so that both fully
eveloped and uniform velocity profiles can be assumed at the
ntrance of the heated/cooled part of the microchannel, resulting
n thermally developing and hydrodynamically fully developed
ow or in simultaneously developing flow, respectively. The first
ituation occurs when fluid heating/cooling begins at an axial po-
ition where hydrodynamically fully developed conditions have
lready been reached, the latter when both velocity and tempera-
ure boundary layers start developing at the microchannel inlet.
herefore, existing literature on viscous dissipation effects in mi-
rochannels not only considers fully developed forced convection
12,13,17� and thermally developing and hydrodynamically fully
eveloped flow �18–20�, but also simultaneously developing flow
10,11�.

In this paper, we present the results of a parametric study on the
imultaneously developing laminar flow of a liquid in straight
icrochannels. Two different cross-sectional geometries, namely

he circular tube and the parallel plate channel, are considered. It
ust be pointed out that these cross-sectional geometries repre-

ent the limiting cases corresponding to the maximum and mini-
um values of the ratio of the wetted perimeter over the area of

he cross section. Therefore, an intermediate behavior can be ex-
ected for ducts with different cross-sectional geometries. The
ffects of wall thermal resistance, temperature dependent viscos-
ty, and viscous dissipation on pressure drop and heat transfer are
nvestigated, while the other liquid properties are considered con-
tant. A finite element procedure �21�, based on a SIMPLE-like
lgorithm �22�, is employed for the step-by-step solution of the
arabolized momentum and energy equations �22,23� in a one-
imensional axial–symmetric domain corresponding to the cross
ection of the duct. Due to the high value of the ratio between the
otal length and the hydraulic diameter in microchannels, such an
pproach is very advantageous with respect to that based on the
teady-state solution of the set of governing elliptic equations in a
wo-dimensional axial–symmetric domain corresponding to the
hole microchannel. The above procedure has already been used,
isregarding viscous dissipation effects, in the simulation of si-
ultaneously developing flows of liquids with temperature depen-

ent viscosity in straight ducts �24� and, on the additional assump-
ions of non-negligible viscous dissipation effects, in the study of
hermally and simultaneously developing liquid flows in micro-
hannels when prescribed constant temperature boundary condi-
ions are applied to the rigid walls �1,2�. Here the same procedure
s used to study a similar problem with reference to flows in

icrochannels with convective thermal boundary conditions. In
ll the cases studied here, viscosity is assumed to have an expo-
ential variation with temperature in the range considered
5,8,9,25–27�. In order to allow a parametric investigation, a suit-
ble dimensionless form of the assumed viscosity–temperature re-
ation is used.

athematical Model
When the effects of axial diffusion can be neglected and there is

o recirculation in the longitudinal direction, steady-state flow and
eat transfer in straight microchannels of constant cross section
re governed by the continuity and the parabolized Navier–Stokes
nd energy equations. Since the inverse of the Reynolds number is
epresentative of the relative importance of diffusive and advec-
ive components of the axial momentum flow rate, while the in-
erse of the Péclet number is representative of the relative impor-

ance of conductive and advective components of the axial heat
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flow rate, the parabolic approximation of the Navier–Stokes and
energy equations can be considered adequate, except for the im-
mediate neighborhood of the inlet, for values of the Reynolds and
Péclet numbers larger than 50 �3,28�. With reference to incom-
pressible fluids with temperature dependent thermophysical prop-
erties, in the hypotheses of negligible body forces and significant
effects due to viscous dissipation, the above mentioned equations
can be written in the following form, valid for axial–symmetric
geometries
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According to the assumption of parabolic flow, all the derivatives
in the axial direction are neglected in the diffusive terms of Eqs.
�2�–�5� �23�. In the above equations, x and r are the axial and the
radial coordinates, respectively; while u and v represent the axial
and the radial components of velocity. Finally, t is the tempera-
ture; p is the deviation from the hydrostatic pressure; p̄ is its
average value over the cross section; while �, �, c, and k represent
density, dynamic viscosity, specific heat, and thermal conductivity
of the fluid, respectively.

The solution domain can be bounded by rigid walls or by the
symmetry axis. On rigid boundaries the usual no-slip conditions,
that is, u=v=0, are imposed together with the convective bound-
ary condition q�=−k�t /�r=ha�t− ta�, where ha is the external con-
vective heat transfer coefficient and ta is the ambient fluid tem-
perature. Instead, symmetry conditions at the symmetry axis are
�u /�r=0, v=0, and �t /�r=0.

The model equations are solved using a finite element proce-
dure which represents an extended version of one previously de-
veloped for the analysis of the forced convection of constant prop-
erty fluids in the entrance region of straight ducts �21�. The added
new features mainly consist of the possibility of taking into ac-
count the effects of temperature dependent properties and of vis-
cous dissipation. The adopted procedure is based on a segregated
approach which implies the sequential solution of momentum and
energy equations on a one-dimensional domain corresponding to
the cross section of the channel. A marching method is then used
to move forward in the axial direction. The pressure–velocity cou-
pling is dealt with using an improved projection algorithm already
employed by one of the authors �C.N.� for the solution of the
Navier–Stokes equations in their elliptic form �29�.

Numerical Results
As stated above, the laminar forced convection in the entrance

region of straight microchannels with convective boundary condi-
tions is studied. The hypotheses made here are that viscous dissi-
pation effects are not negligible and that liquid heating/cooling
begins at the microchannel inlet, where also the velocity boundary
layer starts developing. Therefore, at the entrance of the micro-
channel, uniform values of the velocity ue and of the temperature

te can be specified as the appropriate inlet conditions. At the mi-
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rochannel wall the convective boundary condition qw� =ha�tw

ta� is applied, where qw� and tw are the local wall heat flux and
emperature, respectively.

The dynamic viscosity is assumed to vary with temperature and
e and �a are its values at te and ta, respectively. The ratio of �e
ver �a gives an indication of the relevance of the temperature
ependence of viscosity in the range between te and ta. Exponen-
ial or Arrhenius type relations are usually employed to represent
he temperature dependence of viscosity. The one adopted in this
aper is the widely used exponential formula �5,8,9,25–27�

� = �a exp�− ��t − ta�� �6�

ith �=−�d� /dt� /�=const. By means of simple manipulations,
q. �6� can be cast in the following dimensionless forms

�

�a
= exp�− BT� = ��e

�a
�T

�7�

here T= �t− ta� / �te− ta� is the dimensionless temperature and B
−ln��e /�a� is a dimensionless viscosity parameter.
It is worth noting that, since all the other thermophysical prop-

rties are assumed constant, we have �e /�a=Pre /Pra=Rea /Ree.
oreover, while the local Reynolds number Re=�ueDh /� and the

ocal Prandtl number Pr=�c /k depend on temperature, the local
éclet number Pe=RePr=ReePre=ReaPra always has the same
alue. Since the viscosity of liquids decreases with increasing
emperature, Pre /Pra�1 corresponds to fluid heating �te� ta� and
re /Pra�1 to fluid cooling �te� ta�, while Pre /Pra=1 refers to

sothermal flows �te= ta� or to constant viscosity fluids. Moreover,
he reference Brinkman number Brm=�mue

2 / �k�te− ta��, evaluated
t the reference fluid temperature tm= �te+ ta� /2, is negative for
uid heating and positive for fluid cooling.
In all the computations, the same values Rem=�ueDh /�m

500 and Prm=�mc /k=5 of the Reynolds and Prandtl numbers at
he reference temperature of the fluid tm= �te+ tw� /2 have been
ssumed. The corresponding value of the Péclet number is Pe
2500. Therefore, for the values of the ratio Pre /Prw=1/2, 2 /3, 1,
/2, and 2 considered here, minimum and maximum values of the

ocal Reynolds number in the temperature range between te and tw
re 354 and 707, respectively, while the Prandtl number can vary
etween 3.54 and 7.07. In addition to Brm=0, corresponding to
egligible viscous dissipation, two reasonable nonzero values of
he reference Brinkman number have been chosen, namely, Brm
±0.01 and ±0.1. Finally, two values of the Biot number Bi
haDh /k=5 and 20 have been selected as representative of situa-

ions where convective boundary conditions should be specified.
In the following, numerical results concerning axial distribu-

ions of fappRem and of the local overall Nusselt number Nuo
UDh /k are presented. In these expressions fapp is the apparent
anning friction factor defined as �3�

fapp =
�p̄e − p̄�Dh

2�ue
2x

�8�

hile

U =
qw�

tb − ta
�9�

s the local overall heat transfer coefficient, where tb is the bulk
emperature �3,4�. The local overall heat transfer coefficient U can
e expressed as �3,4�

U = �1

h
+

1

ha
�−1

�10�
ith the local convective heat transfer coefficient h defined as

ournal of Heat Transfer
h =
qw�

tb − tw
�11�

On the basis of Eq. �10�, the local overall Nusselt number Nuo can
be expressed as

Nuo = � 1

Nu
+

1

Bi
�−1

�12�

where Nu=hDh /k is the local Nusselt number.
Two different cross-sectional geometries, namely the circular

tube and the parallel plate channel, are selected as representative
of the limiting situations corresponding to the minimum and
maximum values of the ratio between the length of the wetted
perimeter and the flow area. Both these cross-sectional geometries
are axisymmetric, since the latter can be considered a particular
case of concentric annular duct with ri /ro=1, where ri and ro are
the inner and the outer radii of the duct, respectively. In fact, even
if the radii ri and ro are different, their ratio ri /ro tends to unity
when they both tend to infinity. In such a case, the inner and the
outer surfaces of the annular duct become flat as in a parallel plate
channel.

The computational domains have been defined taking into ac-
count existing symmetries. Therefore, the circular and the parallel
plate cross sections correspond to one-dimensional axisymmetric
domains of lengths ro and ro−ri=2a, respectively, where a is the
half-spacing of parallel plates. These domains have been dis-
cretized by means of three-node parabolic elements whose sizes
gradually increase with increasing distance from the walls. A total
of 40 elements and 81 nodal points have been used in the discreti-
zation of the domain corresponding to the circular cross section,
and a total of 80 elements and 161 nodal points in that corre-
sponding to the concentric annular cross section �parallel plates�.
Of course, preliminary test had been carried out to verify that all
these discretizations are fine enough to give mesh-independent
results. In all the computations, the axial step has gradually been
increased from the starting value �x /Dh=0.0001 to the maximum
value �x /Dh=0.05.

The procedure outlined in the previous section and employed
for the numerical simulations had already been validated, on the
assumptions of constant property fluid and negligible viscous dis-
sipation, by comparing heat transfer and pressure drop results with
existing literature data for laminar simultaneously developing
flows in straight ducts, both three dimensional and axial–
symmetric �21,24�. In order to assess the accuracy of the present
computations, additional validation tests have been carried out.
Asymptotic values of the Nusselt number �Nu��c=h�Dh /k and
fully developed values of the Poiseuille number �fRe�c for a con-
stant property fluid are compared here with available literature
data for circular ducts and parallel plate channels. For circular
ducts, the computed values �Nu��c=3.65680 and 9.60000 for
Brm=0 and Brm�0, respectively, are in excellent agreement with
the corresponding literature values �Nu��c=3.65679 and 48/5
=9.6 �3,30,31�. Moreover, the computed fully developed value of
the Poiseuille number �fRe�c=16.0000 is coincident with the cor-
responding literature value �fRe�c=16 �3�. Similar comparisons
can be carried out with reference to parallel plates. Also in this
case, the computed values �Nu��c=7.54075 and 17.50000 for
Brm=0 and Brm�0, respectively, match very well the correspond-
ing literature values �Nu��c=7.54070 and 17.5 �3�, while the com-
puted fully developed value �fRe�c=24.0000 again coincides with
the literature value �fRe�c=24 �3�.

The procedure is also validated here on the assumption of non-
negligible viscous dissipation, with reference to thermally devel-
oping and hydrodynamically fully developed flows of constant
property fluids in circular ducts with convective boundary condi-
tions, for which an analytical solution exists �32�. As in Ref. �32�,
a fully developed �parabolic� axial velocity profile u=2ū�1

2
− �r /ro� � and a uniform temperature profile t= te are assumed at

SEPTEMBER 2007, Vol. 129 / 1189
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he inlet of the duct, while the convective boundary condition

w� =ha�tw− ta� is specified at the wall. The axial velocity profile is
ssumed to remain the same along the whole duct length while,
ue to heat transfer and viscous dissipation, the temperature pro-

ig. 1 Axial distributions of the Nusselt number Nuc for ther-
ally developing and hydrodynamically fully developed flows

f constant property fluids in circular ducts with convective
oundary conditions „Bi=4…: comparisons of numerical results
solid lines… with analytical solutions by Lin et al. †32‡ „dia-
onds… for different values of the Brinkman number.

ig. 2 Axial distribution of „fapp Re…c for simultaneously devel-
ping flows of constant property fluids in circular ducts and
arallel plate channels: comparisons of numerical results
solid line… with literature data †3‡ „squares….

Fig. 3 Axial distributions of the local overall Nu
flows of constant property fluids with Prm=5 in m

Brinkman numbers Brm: „a… Bi=5; and „b… Bi=20.

190 / Vol. 129, SEPTEMBER 2007
file changes with the axial position until thermally developed flow
conditions are reached. In our calculation, fluid properties and
flow parameters are assumed to give the values Re=�ūDh /�
=500 and Pr=�c /k=5 of the Reynolds and Prandtl numbers, re-
spectively. As in Ref. �32�, three values of the Brinkman number
Br=�ū2 / �k�te− ta��=0.1, 0.5, and 1 are considered here, to ac-
count for reasonable viscous dissipation effects. Axial distribu-
tions of computed Nusselt number Nuc=hDh /k for the selected
value of the Biot number Bi=haDh /k=4 are in very good agree-
ment with analytical results of Ref. �32�, as can be seen in Fig. 1.

Finally, in order to complete the validation of the procedure, the
axial distribution of computed �fappRe�c for simultaneously devel-
oping flows of constant property fluids in circular and flat ducts is
compared in Fig. 2 with available literature data from Ref. �3�.

The influence of viscous dissipation on the local overall Nusselt
number is illustrated in Figs. 3 and 4, where numerical results
concerning axial distributions of �Nuo�c for constant property
flows �Pre /Pra=1� with different Biot and Brinkman numbers are
presented. As expected, for a given value of the Biot number Bi
the same asymptotic value of �Nuo�c is reached for fully devel-
oped conditions with any value of Brm, while Brm strongly affects
the Nusselt number in the intermediate range of X*. The influence
of Brm is also significant for low values of X*, where �Nuo�c

values are lower than those corresponding to Brm=0 if Brm�0
�fluid heating�, and higher if Brm�0 �fluid cooling�. To explain
the singularity appearing in the Nusselt number distributions for
negative values of Brm, we must consider that, because of viscous
dissipation, when fully developed conditions are approached the
bulk temperature also exceeds the wall temperature in fluid heat-
ing. At the axial location where the difference tb− tw goes to zero,
the absolute value of the Nusselt number goes to infinity.

The influence of temperature dependent viscosity on the local
overall Nusselt number is shown in Figs. 5 and 6, where axial
distributions of the ratio Nuo / �Nuo�c for circular and flat micro-
channels with different Biot and Brinkman numbers are presented.
As can be noticed, the ratio Pre /Pra significantly affects the Nus-
selt number as long as the flow develops, while its influence is
rather small when fully developed conditions are reached. It must
be observed that the very high values of the ratio Nuo / �Nuo�c

found at intermediate X* for heating �Pre /Pra�1� are not very
significant, since they are simply due to a moderate axial shifting
of curves representing axial distributions of Nu with respect to the
constant property ones reported in Figs. 3 and 4. By comparing
axial distributions of Nuo / �Nuo�c for different Brinkman numbers
Brm and the same Biot number Bi, it can be seen that, in simulta-
neously developing flows, the influence of temperature dependent
viscosity is more evident than that of viscous dissipation.

lt number „Nuo…c for simultaneously developing
channels of circular cross section with different
sse
icro
Transactions of the ASME
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The combined effects of temperature dependent viscosity and
iscous dissipation on pressure drop are illustrated in Figs. 7 and

with reference to axial distributions of the ratio
fappRem / �fappRem�c for different Biot and Brinkman numbers. As
an be seen, near the entrance the values of fappRem / �fappRem�c
re more influenced by temperature dependence of viscosity than
y viscous dissipation, while both effects increase and become
omparable when fully developed conditions are approached. As
xpected, fully developed values of fappRem / �fappRem�c are larger

Fig. 4 Axial distributions of the local overall Nu
flows of constant property fluids with Prm=5 in fl
Brm: „a… Bi=5; and „b… Bi=20.

Fig. 5 Axial distributions of the ratio Nuo / „Nuo
Prm=5 and different Brinkman numbers Brm: „a…

Fig. 6 Axial distributions of the ratio Nuo / „Nuo

Brinkman numbers Brm: „a… Bi=5; and „b… Bi=20.

ournal of Heat Transfer
than 1 for cooling and smaller than 1 for heating, while the oppo-
site occurs near the entrance. Curves for heating and cooling cross
each other because of the way the viscosity at the wall �w varies
along the channel. In fact, we have �w��m near the entrance and
�w��m in the fully developed region for fluid heating, while the
opposite occurs in the case of fluid cooling. As can be seen, the
axial positions where the crossing takes place get closer to the
entrance as the Biot number increases.

The differences between the local values of Nuo / �Nuo�c and

lt number „Nuo…c for simultaneously developing
microchannels with different Brinkman numbers

or microchannels of circular cross section with
5; and „b… Bi=20.

or flat microchannels with Prm=5 and different
sse
at
…c f
…c f
SEPTEMBER 2007, Vol. 129 / 1191
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fapp Rem / �fapp Rem�c found for different values of the ratio Pre /Pra
an be explained taking into account the temperature distributions
ver the cross sections which, in turn, affect the velocity profiles.
s an example, to show the effects of temperature dependent vis-

osity, radial or transverse profiles of the dimensionless tempera-
ure T= �t− ta� / �te− ta� at selected axial locations are compared in
igs. 9 and 10 for flows with a temperature dependent viscosity
uid �Pre /Pra=2 for heating and 1/2 for cooling� and a constant
roperty fluid in the case of Bi=5 and 	Brm	=0.1. Symbols R
r /Dh=r / �2ro� and Z=z /Dh=z / �4a� represent the dimensionless

adial and transverse coordinates, respectively. It is worth noting

Fig. 7 Axial distributions of the ratio fapp Rem / „fa
with Prm=5 and different Brinkman numbers Brm

Fig. 8 Axial distributions of the ratio fapp Rem /
different Brinkman numbers Brm: „a… Bi=5; and „

Fig. 9 Radial profiles of dimensionless tempera

of circular cross section with Prm=5, 
Brm
=0.1, and

192 / Vol. 129, SEPTEMBER 2007
that, when the fluid is heated �Brm=−0.1�, the dimensionless tem-
perature T can become negative since, because of viscous heating,
the temperature of the fluid can exceed the ambient temperature
ta, while this is never possible when the fluid is cooled. Moreover,
in the case of fluid heating, temperature profiles for intermediate
axial positions exhibit a point of inflection due to the viscous
dissipation effect which causes a reduction and, eventually, a
change of sign of the temperature gradient at the wall. Of course,
this cannot occur in the case of fluid cooling �Brm=0.1�. It is also

em…c for microchannels of circular cross section
… Bi=5; and „b… Bi=20.

p Rem…c for flat microchannels with Prm=5 and
i=20.

T at different axial locations for microchannels
pp R
„fap
ture

Bi=5: „a… fluid heating; and „b… fluid cooling.
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pparent that the effect of temperature dependent viscosity in-
reases with the distance from the entrance and is more relevant
or fluid heating than for fluid cooling.

To show the influence of the temperature dependence of viscos-
ty on the hydrodynamic entrance length, the axial distributions of
imensionless velocity U0�=u0 /ue and temperature T0 at the center
f the cross section of circular and flat microchannels are pre-
ented in Fig. 11 for Bi=5, 	Brm	=0.1, and all the values of
re /Pra considered. It is apparent that, with temperature depen-
ent viscosity and non-negligible viscous dissipation, fully devel-
ped values of the dimensionless axial velocity component U0� are
eached at the distance from the inlet that appears to be nearly
ndependent of the value of Pre /Pra and is about one order of

agnitude larger than the hydrodynamic entrance length in the
orresponding constant property flow �3,4�. We can also notice
hat the value of U0� is lower than its asymptotic value everywhere
n the case of fluid heating, while it exhibits an overshoot in the
ase of fluid cooling. Besides, the more the ratio Pre /Pra differs
rom 1, the larger the differences are between local values of U0�
or flows of fluids with temperature dependent viscosity and the
orresponding values for flows of constant property fluids. More-
ver, the asymptotic values of U0� for temperature dependent vis-
osity flows are always larger than the corresponding value for a
onstant property fluid. In fact, when fully developed conditions
re reached, the dimensional temperature of the fluid in the region
ear the wall is lower than that prevailing in the core of the flow
oth for fluid heating and cooling. The asymptotic values of the
imensionless temperature T0, instead, are larger than zero for
uid cooling and lower than 0 for fluid heating, with values for

Fig. 10 Transverse profiles of dimensionless te
crochannels with Prm=5, 
Brm
=0.1, and Bi=5: „a

Fig. 11 Axial distributions of dimensionless ve

section of circular and flat microchannels with Prm=

ournal of Heat Transfer
constant property flows that are always lower than those for flows
of temperature dependent viscosity fluids. It is also apparent in
Fig. 11�b� that the asymptotic values of T0 for circular microchan-
nels are closer to zero than those for flat microchannels. This is
due to the lower value of the ratio between the cross-sectional
area and the length of the heated/cooled perimeter of the circular
cross section.

Conclusions
The effects of viscous dissipation and temperature dependent

viscosity in simultaneously developing laminar flows of liquids in
straight microchannels have been studied. Two different geom-
etries, namely the circular tube and the parallel plate channel,
have been considered. Reference has been made to convective
boundary conditions at the wall of the microchannels. Viscosity
has been assumed to vary with temperature according to an expo-
nential relation, while the other fluid properties have been held
constant. Numerical results confirm that, in the laminar forced
convection in the entrance region of straight microchannels, both
temperature dependence of viscosity and viscous dissipation ef-
fects cannot be neglected in a wide range of operative conditions.
In particular, it has been shown that, as compared to constant
viscosity flows, the hydrodynamic entrance length is larger, the
asymptotic Poiseuille number is higher or lower according to
whether the fluid is cooled or heated while, because of viscous
heating, the asymptotic Nusselt number is always lower. Radial
temperature profiles are also influenced by viscous dissipation and
temperature dependent viscosity and, in the case of fluid heating,

erature T at different axial locations for flat mi-
id heating; and „b… fluid cooling.

ity and temperature at the center of the cross
mp
loc

5 and 
Brm
=0.1: „a… U0�, and „b… T0.
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resent inflexion points. In the entrance region the effects of
hanging viscosity prevail over those of viscous dissipation.

cknowledgment
This work was funded by MIUR �PRIN/COFIN 2005 project�.

omenclature
a 	 half-spacing of parallel plates, m
B 	 parameter in Eq. �7�, B=−ln��e /�a�

Bi 	 Biot number, Bi=haDh /k
Br 	 Brinkman number, Br=�ue

2 / �k�te− ta��
c 	 specific heat, J/kg K

Dh 	 hydraulic diameter, m
f 	 Fanning friction factor

fapp 	 apparent Fanning friction factor
h 	 local convective heat transfer coefficient,

W/m2 K
ha 	 external convective heat transfer coefficient,

W/m2 K
k 	 thermal conductivity, W/m K

Nu 	 local Nusselt number, Nu=hDh /k
Nuo 	 local overall Nusselt number, Nuo=UDh /k

Pe 	 Péclet number, Pe=RePr
Pr 	 Prandtl number, Pr=�c /k
p 	 deviation from the hydrostatic pressure, Pa

q� 	 heat flux, W/m2

R 	 dimensionless radial coordinate,
R=r /Dh=r / �2ro�

Re 	 Reynolds number, Re=�ueDh /�
r ,x 	 cylindrical coordinates, m

T 	 dimensionless temperature, T= �t− ta� / �te− ta�
U 	 local overall heat transfer coefficient, W/m2 K

U� 	 dimensionless axial velocity, U�=u /ue
t 	 temperature, °C

u ,v 	 velocity components in x ,r directions, m/s
X+ 	 dimensionless axial coordinate, X+=x /DhRem
X* 	 dimensionless axial coordinate, X*=x /DhPe
Z 	 dimensionless transverse coordinate, Z=z /Dh

=z / �4a�

reek Symbols
� 	 parameter in Eq. �6�, K−1

� 	 dynamic viscosity, kg/m s
� 	 density, kg/m3

�v 	 viscous dissipation term, s−2

uperscript

 	 average value over the cross section

ubscripts
a 	 ambient fluid, at the outer surface
b 	 bulk
c 	 constant property
e 	 entrance
i 	 inner

m 	 reference, evaluated at tm
o 	 outer, overall
w 	 wall
0 	 centerline
� 	 asymptotic value
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Natural Convection Heat Transfer
From Horizontal Rectangular
Ducts
Experimental investigations have been reported on steady state natural convection from
the outer surface of horizontal ducts in air. Five ducts have been used with aspect ratios
(��duct height/duct width) of 2, 1, and 0.5. The ducts are heated using internal constant
heat flux heating elements. The temperatures along the surface and peripheral directions
of the duct wall are measured. Longitudinal (circumference averaged) heat transfer co-
efficients along the side of each duct are obtained for laminar and transition regimes of
natural convection heat transfer. Total overall averaged heat transfer coefficients are also
obtained. Longitudinal (circumference averaged) Nusselt numbers are evaluated and
correlated using the modified Rayleigh numbers for transition regime using the axial
distance as a characteristic length. Furthermore, total overall averaged Nusselt numbers
are correlated with the modified Rayleigh numbers, the aspect ratio, and area ratio for
the laminar and transition regimes. The longitudinal or total averaged heat transfer
coefficients are observed to decrease in the laminar region and to increase in the tran-
sition region. Laminar regimes are obtained only at very small heat fluxes, otherwise,
transitions are observed. �DOI: 10.1115/1.2739623�

Keywords: natural convection, rectangular ducts, experimental heat transfer, laminar
and transition regimes
Introduction
Steady state natural convection from rectangular and square

ucts has many engineering applications in the cooling of elec-
ronic components, and design of solar collectors and heat ex-
hangers. A survey of the literature shows that correlations for
atural convection from a vertical plate �McAdams �1� and
hurchill and Chu �2�� horizontal surface �Goldstein et al. �3� and
loyd and Moran �4�� long horizontal cylinder �Morgan �5� and
hurchill and Chu �6��, and spheres �Churchill �7��, have been

eported for different thermal boundary conditions. Recently, fluid
ow and heat transfer from an infinite circular cylinder have been
eported for both isothermal and isoflux boundary conditions in
ewtonian and power-law fluids by Khan et al. �8,9�, respectively.
ree convection simulation from an elliptic cylinder was studied
y Badr and Shamsher �10� and by Mahfouz and Kocabiyik �11�,
nd correlations for natural convection from helical coils were
eported by Ali �12–15� for different Prandtl numbers. Further-
ore, local and average mass transfer rates from a rectangular

ylinder were measured using a naphthalene sublimation tech-
ique by Yoo and Park �16�. On the other hand, heat transfer and
ressure drop characteristics of laminar flow of viscous oil
hrough horizontal acrylic and stainless-steel rectangular and
quare ducts were reported by Saha and Mallick �17�. Moreover,
nalytical study of natural convection in a rectangular cavity with
eat generation was conducted by Joshi et al. �18� for two differ-
nt boundary conditions. Recently, the effects of buoyancy force
nd channel aspect ratio on heat transfer in two-pass rotating rect-
ngular channel with smooth walls and 45 deg ribbed walls have
een reported by Fu et al. �19�.

On the other hand, there are limited correlations available in the
iterature for natural convection from the outer surface of such
ectangular ducts, which motivates the current investigation. The
pproximation method suggested by Raithby and Hollands �20� to

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received: May 15, 2006; final manuscript re-

eived December 2, 2006. Review conducted by Bengt Sunden.

ournal of Heat Transfer Copyright © 20
predict heat transfer from cylinders of various cross sections and
for wide ranges of Prandtl and Rayleigh numbers was simplified
by Hassani �21�. The free convection from a horizontal cylinder
with cross section of arbitrary shape was theoretically analyzed
for uniform surface temperature and uniform surface heat flux by
Nakamura and Asako �22�. They have also checked their theoret-
ical results by experiments in water on cylinders of modified tri-
angular and square cross section. However, their experimental val-
ues of the mean heat transfer coefficient were about 10% to 30%
higher than the analytical values. Hassani �21� has introduced a
general correlation for predicting natural convection from isother-
mal two-dimensional bodies of arbitrary cross section. An experi-
mental study was reported by Oosthuizen and Paul �23� for non-
circular cylinders in air for single Rayleigh number using the
transient method. Their results have showed significant effects of
cross-section orientation and shape on heat transfer rate. Further-
more, another experimental study using the same method by Oost-
huizen and Bishop �24� was made on mixed convection heat trans-
fer from square cylinders in two different orientations. Their
results included some limited data for free convection in air,
which were correlated as

NuL = 0.424 RaL
0.25 3.5 � 105 � RaL � 2.8 � 106 �1�

Recently, Zeitoun and Ali �25� have reported numerical simula-
tions of natural convection heat transfer from isothermal horizon-
tal rectangular cross-section ducts in air. Their results show that as
the aspect ratio increases, separation and circulation occur on the
top surface of the cross-section duct at fixed Rayleigh number,
and the corresponding behavior has observed through the iso-
therms. They have also obtained a general correlation using the
aspect ratio as a parameter:

NuL = �0.9�−0.061 + 0.371�0.114RaL
0.1445�2 700 � RaL � 108

�2�

This paper presents the results of an experimental investigation of
laminar and transition to turbulence natural convection heat trans-

fer from the outer surface of rectangular ducts with their axis
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riented horizontally. The study focuses on the determination of
xial �circumference averaged� and overall averaged heat transfer
oefficient in non-dimensional form of Nusselt numbers. General
orrelations using Nusselt numbers as function of Rayleigh num-
ers, aspect ratio, and surface area ratio are obtained. Further-
ore, various general trends of laminar and transition convection

eat transfer are discussed.

Experiment Setup and Procedure
Figure 1 shows a schematic cross-sectional view of the duct �D�

nd the thermocouple locations in the longitudinal �axial� direc-
ion �TCW� on three sides of the duct. The ducts �D� were made
rom steel �polished mild steel� with their dimensions listed in
able 1. An electrical heating element �H� �0.0066 m O.D.� was

nserted into the center of the duct. Bakelite end plates �Bk, ther-
al conductivity=0.15 W/mK �26�� 0.0206 m thick were at-

ached at both ends of each test duct �D� to reduce the rate of heat
oss from the duct ends.

The surface temperature was measured at eleven points in the
ongitudinal direction of each duct at three different surfaces
lower, upper, and either side surface�, as seen in Fig. 1. Thirty-
ve calibrated iron-constantan �type J� self-adhesive thermo-
ouples �0.3 s time response with flattened bead� were stuck on
he duct surfaces 0.1 m apart and two of them were stuck on the
uter surface of the Bakelite end plates; one at each plate. Two
hermocouples �0.01 in. or 0.25 mm diam., one at each plate�
ere inserted through the Bakelite thickness and leveled with its

nside surface, as seen in Fig. 1. The ambient air temperature was
easured by one more thermocouple mounted in the room.
The duct was oriented horizontally using two vertical stands in
room away from ventilation openings and air conditioning sys-

ig. 1 Schematic of the experimental system showing the
hermocouple locations in the longitudinal „TCW… direction
see text for details…

able 1 Physical dimensions of the used ducts 1 m long and
.002 m thick

uct no.
Height �A�,

m
Width �B�,

m
Aspect ratio

�

Area ratio

=As /Ac

0.07 0.07 1 57.143
0.08 0.04 2 75.0
0.06 0.03 2 100.0
0.04 0.04 1 100.0
0.02 0.04 0.5 150.0
196 / Vol. 129, SEPTEMBER 2007
tem to minimize any possible forced convection. Those thermo-
couples were connected to a 40-channel data acquisition system
�DA�, which in turn was connected to a computer where the mea-
sured temperatures were stored for further analysis.

The input electrical power �ac� to the heating element �H� is
controlled by a voltage regulator �VR�. The power consumed by
the duct is measured by a wattmeter �W� and assumed uniformly
distributed along the duct length. The heat flux per unit surface
area of the duct is calculated by dividing the consumed power
�after deducting the heat loss by axial conduction through the
Bakelite end plates� over the duct outer surface area.

The input power to the duct increases for each duct from 10 to
350 W in two stages. In the first stage; the power increases in a
step of 4 W up to 26 W for possible laminar natural convection
regime. However, in the second stage it increases by 10 W, which
presents the transition regime such that the maximum duct surface
temperature does not exceed 160°C. In other words, the experi-
ment is done thirteen times for each duct corresponding to the
various input power. Temperature measurements are taken after
2 h of setting where the steady state should be reached. The pro-
cedure outlined above is used to generate natural convection heat
transfer data in air �Prandtl number �0.69�.

3 Analysis of Experiments
The heat generated inside the duct wall dissipates from the duct

surface by convection and radiation in addition to the heat lost by
axial conduction through the Bakelite end plates:

EIP = Electrical input power = As�qc + qr� + ABkqBk �3�

where qc and qr, are the fraction of the heat flux dissipating from
the duct surface by convection and radiation, respectively. The
heat flux lost by radiation �qr� and by axial conduction through the
Bakelite end plates �qBk� can be calculated respectively as

qr = ���T̄4 − T�
4 � qBk = kBk

�TiB − ToB�
�

�4�

It should be noted that qr is estimated using the total overall
averaged surface temperature T̄ at each run of the duct and � is the
surface emissivity of the duct and it is estimated as 0.27 for pol-
ished mild steel �27�. Measurements show that, the fraction of
radiated heat transfer is 25.5% of the total input power while the
axial conduction heat lost through the Bakelite end plates is 1.5%
at most. In the second term of Eq. �4�; TiB and ToB are the mea-
sured inside and outside surface temperature of the Bakelite end
plates, respectively, and kBk and � present the Bakelite thermal
conductivity and thickness, respectively.

3.1 Axial (Circumference Averaged) Heat Transfer
Coefficient. In this case, the circumference averaged surface tem-
perature at any station x in the longitudinal direction for each
constant heat flux �run� is determined as

Tx = �
j=1

3

Txj� 3 �5�

where j is the number of thermocouples in the circumference
direction at any station x along the surface of the duct. The arith-
metic mean surface temperature is calculated along the axial di-
rection for each run as

	x = 0.5�Tx + T�� x = 1,2, . . . ,11 �6�

Therefore, for each heat flux �run� there are 11 Tx longitudinal
temperature measurements. Consequently, once the electrical in-
put power to the duct is measured, qr and qBk from Eq. �4� and qc
from Eq. �3�, then the axial �circumference averaged� heat transfer

coefficient hx can be calculated from
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hx =
qc

Tx − T�

x = 1,2,3, . . . ,11 �7�

ence, the non-dimensional Nusselt and the modified Rayleigh
umbers are obtained as

Nux =
hxx

k
, Rax

* =
g�qcx

4

�k
�8�

ll physical properties are evaluated at the axial circumference
veraged mean temperature 	x for each qc.

3.2 Total Overall Averaged Heat Transfer Coefficient. In
his case the circumference averaged heat transfer coefficient hx is
rst evaluated at each station x as in Eq. �7� and then the overall

ongitudinal average h̄1 is obtained as

h̄1 = �
x=1

11

hx� 11 �9�

herefore, each heat flux qc is presented by only one overall av-
raged heat transfer coefficient on contrary to the case �3.1�,
here qc is presented by 11 hx along the longitudinal direction
iven by Eq. �7�. All circumference averaged physical properties
re first obtained at 	x, and then the overall averaged properties
re obtained the same way following Eq. �9�. The non-
imensional overall averaged Nusselt and the modified Rayleigh
umbers are defined using the characteristic length L=A+B as

NuL =
h̄1L

k
RaL

* =
g�qcL

4

�k
�10�

In order to compare the present results with similar previously
ublished results; another method of averaging results using the
verall average temperature is also used. In this way the tempera-
ure is first the circumference averaged following Eq. �5�, and then
he overall average temperature is obtained as

T̄ = �
x=1

11

Tx� 11 �11�

ll physical properties are obtained in this case at the arithmetic
ean surface temperature

Tmean = 0.5�T̄ + T�� �12�
he overall average heat transfer coefficient for constant heat flux

s determined from

h̄2 =
qc

�T̄ − T��
�13�

nd Nusselt and Rayleigh numbers using L=A+B as a character-
stic length are defined in this case as

NuL =
h̄2L

k
, RaL =

g��T̄ − T��L3

�
�14�

3.3 Experimental Uncertainty. In this section, the experi-
ental uncertainty is to be estimated in the calculated results on

he basis of the uncertainties in the primary measurements. It
hould be mentioned that, some of the experiments are repeated
ore than twice to check the calculated results and the general

rends of the data especially in the laminar range of the experi-
ent. The errors in measuring the temperature, estimating the

missivity, and in calculating the surface area are ±0.2°C, ±0.02,
nd ±0.003 m2, respectively. The accuracy in measuring the volt-
ge is taken from the manual of the wattmeter is 0.5% of reading
2 counts with a resolution of 0.1 V and the corresponding one

or the current is 0.7% of reading ±5 counts +1 mA with a reso-
ution of 1 mA.
At each run, 40 scans of the temperature measurement are made

ournal of Heat Transfer
by the data acquisition system for each channel and the math-
ematical average of these scans is obtained. Furthermore, since
the input power, as mentioned earlier, has two stages �one for
laminar and the other for transition�, then using the abovemen-
tioned errors turns to maximum itemized uncertainties of the cal-
culated results shown in Table 2 for each range using the method
recommended by Moffat �28�. Table 2 shows, in general, that the
uncertainty of the quantities in the laminar regime is higher than
that in transition regime, which is expected since both the input
power and the temperature range are very small.

4 Results and Discussions
Experimental data points are obtained for rectangular ducts ori-

ented horizontally in air. Figure 2 shows the axial circumference
averaged surface temperature normalized by the ambient tempera-
ture T� versus the non-dimensional axial �longitudinal� duct
length for three selected values of qc using duct number 2. As seen
in Fig. 2�a�, the temperature distribution at low heat flux is almost
unaffected by the end effects where the heat lost through the
Bakelite end plates is minimum. As the heat flux inside the duct
increases, the surface temperature increases and the end effects
become more distinguishable. The distance between the dashed
lines in Fig. 2�a� shows that the temperature is almost uniform and
least affected by the end effects. Therefore, in order to avoid the
end effects, the test section of the duct is chosen to be between
these two dashed lines where the study is focused. Figure 2�b�
shows the axial temperature distributions as in Fig. 2�a�, but for
lower values of heat flux corresponding to the laminar regime, as
will be discussed in Fig. 3�b�.

Comparison between the axial circumference averaged heat
transfer coefficient ��� and the overall average heat transfer co-
efficient �solid lines� are presented in Fig. 3 for duct number 2.
Figure 3�a� shows the transition regime where heat transfer coef-
ficient increases as the heat flux increases. However, in Fig. 3�b�,
heat transfer coefficient decreases as the heat flux increases, which
confirms that laminar regime is achieved. It is worth mentioning
that other symbols are used in Fig. 3�b� only for clarifying the
figure, but all the data are for duct number 2 and corresponding to
the temperature distributions given in Fig. 2�b�. It should be men-
tioned that other ducts in Table 1 give similar effects.

The axial circumference averaged Nusselt numbers versus the
modified Rayleigh numbers are shown in Fig. 4 corresponding to
the test section defined by the dashed lines in Fig. 2 using all ducts
for all heat fluxes. Since the modified Rayleigh number is function
of qc and x4 then the following observations can be drawn from
this figure:

�i� At any fixed station x along the duct length, as the heat
flux increases the Nusselt number decreases up to a mini-
mum critical value then increases as qc increases,

�ii� The decrease in Nux at fixed x and at different heat flux
corresponds to an increase in Rax

*, as indicated by the

Table 2 The maximum percentage uncertainties of various
quantities in the laminar and transition regimes

Quantity Laminar range, % Transition range, %

EIP 3.8 2.1
qBk

5.4 3.8
qr

17.7 3.1
qc

7.1 4.4
h 12.2 4.6
Nux

10.9 4.6

Rax
* 7 4.4

NuL
12.2 4.7

RaL
* 7.9 5.8
downward inclined arrow,
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�iii� At fixed heat flux as x increases along the duct surface Nux

increases, which corresponds to an increase in Rax
*, as in-

dicated by the upward inclined arrow,
�iv� Below the solid line, all the data are less sensitive to be

distinguished either for qc or x and are collapsed on each
other with general trends of increasing Nux as Rax

* in-
creases. Therefore, this region can be characterized as a
transition region, as will be seen in Fig. 5,

�v� The data above the solid line, as mentioned earlier, can be
identified either by qc or x and cannot be collapsed on each
other. Hence, the general trend is Nux decreases as Rax

*

increases at fixed location on the duct surface for different
heat fluxes. Therefore, this region is defined as a laminar
region and will be treated on the overall averaged basis, as
will be seen in Figs. 6 and 7.

Figure 5 is constructed to obtain a correlation in the transition
egion for the data below the solid line in Fig. 4. A least-squares
ower law fit through the data set yields the following correlation:

Nux = 0.355�Rax
*�0.237 1.9 � 108 � Rax

* � 7.0 � 1011 �15�

ith a correlation coefficient �R2� of 96.5% with an error band of
15%, where 94.8% of the data fall within this band. The overall
veraged results using the definitions of NuL and RaL

* given by Eq.
10� are shown in Fig. 6, where the laminar and transition regions
re characterized by a decrease or increase in the heat transfer

¯

ig. 2 Circumference averaged dimensionless axial tempera-
ure distributions along the duct surface for some selected
eat fluxes for duct number 2; „a… associated with transition
egime and „b… corresponding to laminar regime
oefficient, respectively, since h�NuL for each duct. The dashed

198 / Vol. 129, SEPTEMBER 2007
Fig. 3 Axial circumference averaged heat transfer coefficient
along the duct surface for some selected heat fluxes for duct
number 2; „a… associated with transition regime and „b… corre-
sponding to laminar regime „different symbols are assigned for
Fig. 4 Local circumference averaged Nusselt numbers versus
the modified Rayleigh numbers; solid line separating the lami-
nar data „above the line… and the transition data „below the
line…. The inclined upward arrow shows the transition direction

while the downward arrow presents the laminar direction.

Transactions of the ASME



l
l
c
b

w

m
u
l
w

w
t
r
g

F
t
l

F
l
m

J

ine presents the fitting locus of the critical points segregating the
aminar and transition regimes, where the exact critical points are
ircled for each duct. The correlation of the fitting locus is given
y

NuL = 0.168�Rax
*�0.287 �16�

ith a correlation coefficient of 95.93%.
Figure 7 shows the overall average Nusselt numbers versus the
odified Rayleigh numbers, where the laminar data is correlated

sing the aspect ratio � and the area ratio 
= �As /Ac�. Dashed
ines present the fitting correlation for duct numbers 1 and 2,
hich is given by

NuL = 12.414�RaL
*�−0.237
1.259�−1.226

for 
 � 100 8 � 106 � RaL
* � 6 � 107 �17�

ith an error band of +7% and −8%, where all the data fall within
his band. However, for duct numbers 3, 4, and 5, where the area
atio 
�100, the fitting correlation presented by the solid lines is
iven by

ig. 5 Local circumference averaged Nusselt numbers versus
he modified Rayleigh numbers for the transition regime. Solid
ine present the data fit given by Eq. „15….

ig. 6 The overall averaged Nusselt number profiles. Dashed
ine presents the data fit „Eq. „16…… through the critical points
arked by circles.

ournal of Heat Transfer
NuL = 33,633.84�RaL
*�−0.241
−0.860�0.0779

for 
 � 100 1 � 106 � RaL
* � 7 � 106 �18�

with an error band of +9% and −7%, where all the data fall within
this band. It should be noticed that in this figure and in the next
one, two geometrical parameter ratios are needed to effectively
correlate the data. The aspect ratio is taking care of the horizontal
orientation of the rectangular ducts and the difference between the
rectangular and square ducts. However, the area ratio is used to
differentiate between ducts having the same aspect ratio. The tran-
sition regimes of the overall averaged data are correlated in terms
of Nusselt and the modified Rayleigh numbers using the aspect
ratio and the area ratio as parameters, as shown in Fig. 8. The
correlation covering ducts 1 and 2 is presented by dashed lines as

NuL = 0.256�RaL
*�0.179
0.367�−0.385

for 
 � 100 3 � 107 � RaL
* � 6 � 108 �19�

with an error band of ±5%, where all the data fall within this
band. The correlation covering duct numbers 3, 4, and 5 is pre-
sented by solid lines as

Fig. 7 The overall averaged Nusselt numbers for the laminar
regime; dashed lines are the fitting data given by Eq. „17… and
solid lines are those given by Eq. „18…

Fig. 8 The overall averaged Nusselt numbers for the transition
regime; dashed lines are the fitting data given by Eq. „19… and

solid lines are those given by Eq. „20…
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NuL = 2.664�RaL
*�0.142
−0.114�0.0617

for 
 � 100 4 � 106 � RaL
* � 9 � 107 �20�

ith an error band of ±7%, where all the data fall within this
and.

On the other hand, if the aspect ratio and the area ratio at
ransition regime are relaxed and the overall averaged data to be
orrelated using Nusselt numbers as function of the modified Ray-
eigh numbers, only then the following correlation is developed:

NuL = 0.213�RaL
*�0.260 4 � 106 � RaL

* � 6 � 108 �21�
nd shown as a solid line in Fig. 9, with correlation coefficient
2=94.5%. Dashed lines in Fig. 9 present the error band width
15%, where 95.6% of the points fall within this band. It should
e noticed that a correlation such as �21� could not be obtained
ith a reasonable accuracy for the laminar case shown in Fig. 7
ue to the diversity in the data and their dependence on the area
atio and the aspect ratio.

Figure 10 was constructed in order to compare the present re-
ults of isoflux surface with those of isothermal surface of Hassani
21� and Zeitoun and Ali �25�. Overall averaged Nusselt numbers
ersus Rayleigh numbers, given by Eq. �14�, are shown in Fig. 10

ig. 9 The overall averaged Nusselt numbers for the transition
egime; solid line presents the fitting through the data given by
q. „21…

ig. 10 Comparison of the overall averaged Nusselt numbers
or the isoflux surface ducts „symbols… with the analytical
solid line… and the computational „dashed line… having isother-

al duct surface

200 / Vol. 129, SEPTEMBER 2007
for �=2 for ducts 2 and 3. The present results are higher by 20%
than the analytical prediction of Hassani �21� �solid line� and by
30% than the computational simulation by Zeitoun and Ali �25�
�dashed line�, keeping in mind that their correlations are for an
isothermal duct surface, whereas the present analyses are for an
isoflux surface. It should be mentioned that Nakamura and Asako
�22� have performed a similar experiment, but in water using isof-
lux duct surface for single short square duct, and their results were
higher by 10–30% than their analytical predicted solution. It is
worth mentioning that a comparison of constant heat flux values
with constant wall temperature values reveals that the isoflux Nus-
selt number is about 15% higher in the case of free convection
from a vertical plate �Kays �29��, which compares with ratios of
about 36% for laminar forced convection boundary layers �Kays
�29��. Furthermore, the same comparison in the case of internal
flow through horizontal square, circular, and rectangular ducts
shows ratios of 25.6%, 19.23%, and 15.0% higher, respectively
�Bejan �30��.

Another comparison is made with the empirical correlation ob-
tained by Oosthuizen and Bishop �24� for isothermal short square
ducts using the transient method for heating in air for �=1 in Fig.
11. The present experimental isoflux results are higher by 27%
than those of �24�. Their exact experimental data points + are
shown in Fig. 11 for comparison. Furthermore, the analytical cor-
relation of Hassani �21� for isothermal square duct with �=1 is
also plotted as a dashed line in Fig. 11. The present experimental
data points are higher by only 10% than the analytical correlation
of Hassani.

5 Conclusions
Experimental study has been made of natural convection heat

transfer from horizontal rectangular ducts in air. Two distinct flow
regimes are observed; namely, laminar and transition to turbu-
lence. A laminar regime is obtained for low values of convection
heat flux and characterized by a decrease in Nusselt numbers at
any fixed longitudinal station x on the duct’s surface. However,
Nusselt numbers increase as x increases along the duct’s surface
for any value of the heat flux, and the regime is characterized as
transition to turbulence. General correlation using the local cir-
cumference average transition to turbulence heat transfer data is
obtained where Nusselt numbers are correlated using the modified
Rayleigh numbers �Eq. �15��. Furthermore, on the overall average

Fig. 11 Comparison of the overall averaged Nusselt numbers
for the isoflux surface ducts „square symbols… with the experi-
mental „+ symbols and solid line… and the analytical „dashed
line… having isothermal duct surface
basis, the following conclusions can be drawn:
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• Correlation covering the locus of critical points segregating
the laminar and transition regimes is obtained using the
modified Rayleigh number �Eq. �16��.

• Laminar heat transfer data are aspect ratio and area ratio
dependent, as correlated using the modified Rayleigh num-
bers �Eqs. �17� and �18��.

• Transition regime data are less sensitive to the aspect ratio
and the area ratio; therefore, they could be correlated either
by using aspect ratio and area ratio as seen by Eqs. �19� and
�20� or using the modified Rayleigh numbers only, as given
by Eq. �21�.

Comparisons with the available data in the literature show that
usselt numbers for ducts of a uniform surface heat flux are al-
ays higher by about 10% –30% than that of an isothermal sur-

ace. This agrees with the general trends found in the literature for
ther flow configurations.

omenclature
A � duct height, m

Ac � duct cross-section area, �AB�, m2

As � duct surface area, 2�A+B�l, m2

ABk � end plate cross-section area, m2

B � duct width, m
EIP � electrical input power, W

h � heat transfer coefficient, W m−2 K−1

k � thermal conductivity, W m−1 K−1

L � characteristic length, =A+B, m
l � duct length, m

Nu � Nusselt number, hL /k or hx /k
qc � convection heat flux, W/m2

qr � radiation heat flux, W/m2

qBk � heat lost by conduction through the Bakelite
end plates, W/m2

RaL � Rayleigh number, g��T̄−T��L3�−1−1

Ra* � the modified Rayleigh number,
g�qcx

4�−1−1k−1 or g�qcL
4�−1−1k−1

T � temperature, K
TiB � inside surface temperature of the Bakelite end

plate, K
ToB � outside surface temperature of the Bakelite end

plate, K
Tmean � arithmetic mean temperature, K

x � axial or longitudinal distance, m

reek Symbols
� � aspect ratio�A /B
 � thermal diffusivity, m2 s−1

� � coefficient for thermal expansion, K−1

� � Bakelite thickness
� � emissivity
	 � arithmetic mean temperature defined by Eq.

�6�, K

 � area ratio, As /Ac
� � kinematics viscosity, m2 s−1

� � Boltzmann constant �=5.67�10−8 W m2 K4�

ubscripts
Bk � Bakelite

j � indices in the circumference direction ranging
from 1 to 3

L � characteristic length
x � indices in the axial direction ranging from 1 to

11
x � characteristic length

� � ambient condition

ournal of Heat Transfer
Superscript
– � average quantity
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Laminar Mixed Convection in the
Entrance Region of Horizontal
Semicircular Ducts With the Flat
Wall at the Top
Laminar mixed convection in the entrance region for horizontal semicircular ducts with
the flat wall on top is investigated theoretically. The governing momentum and energy
equations are solved numerically using a marching technique with the finite control
volume approach following the SIMPLER algorithm. Results are obtained for the thermal
boundary conditions of uniform heat input axially with uniform wall temperature circum-
ferentially at any cross section (H1 boundary condition) with Pr=0.7 and a wide range of
Grashof numbers. These results include the velocity and temperature distributions at
different axial locations, axial distribution of local Nusselt number, and local average
wall friction factor. It is found that Nusselt number values are close to the forced con-
vection values near the entrance region and then decrease to a minimum as the distance
from the entrance increases and then rise due to the effect of free convection before
reaching constant value (fully developed). As the Grashof number increases the Nusselt
number and the average wall friction factor increase in both developing and fully devel-
oped regions and the location of the onset of the secondary flow moves
upstream. �DOI: 10.1115/1.2739612�

Keywords: laminar mixed convection, entrance region, fully developed, semicircular
duct, numerical, horizontal, SIMPLER
ntroduction
Laminar combined forced and free convection flows in ducts

ave received much attention in recent years because of their wide
ange of applications, such as compact heat exchangers and
hemical process. This paper is concerned with the problem of
aminar mixed convection in the entrance region of horizontal
emicircular ducts, with uniform heating which is a particular case
f multipassage tubes. Due to the large amount of literature on
ully developed laminar mixed convection of different cross sec-
ions, consideration will be given to the geometry of semicircular
ucts only. Nandakumar et al. �1� studied numerically the problem
f fully developed laminar mixed convection flow in horizontal
emicircular ducts, for the case of uniform heat input axially with
niform peripheral wall temperature �H1 thermal boundary con-
ition�, with the flat wall at the bottom for Pr=0.7 and 5 corre-
ponding to air and water, respectively. They found that a dual
olution of two and four vortex coexist and decreasing Pr delays
he appearance of the four vortex solution. Law et al. �2� studied
he same problem considered in Ref. �1� by insulating the curved
all and imposing a uniform heat flux on the flat wall. They
btained a four vortex solution for the case of Pr=5 but they could
ot obtain a four vortex solution for the case of Pr=0.7. They
oncluded that increasing Pr appeared to aid the formation of four
ortex flow. Lei and Trupp �3� also solved the same problem
onsidered in Ref. �1� with the flat wall on top for Pr=5. They
eported approximately the same results of Nusselt number as for
he flat wall at the bottom �Ref. �1��. Chinporncharoepong et al.
4� studied the effect of orientation by rotating the horizontal
emicircular duct from 0 deg �the flat wall on top� to 180 deg �the

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 6, 2006; final manuscript re-

eived November 14, 2006. Review conducted by Louis C. Burmeister.

ournal of Heat Transfer Copyright © 20
flat wall at the bottom� with incremental angle of 45 deg for Pr
=4. Busedra and Soliman �5� investigated the effect of duct incli-
nation on laminar mixed convection in inclined semicircular ducts
under buoyancy assisted and opposed conditions for Pr=7. They
oriented the flat wall of the duct in a vertical position using two
thermal boundary conditions, H1 thermal boundary condition
�uniform heat input axially with uniform wall temperature circum-
ferentially at any cross section� and uniform heat input axially
with uniform wall heat flux circumferentially �H2 thermal bound-
ary condition�.

The literature on combined free and forced convection in the
entrance region is few in comparison with the fully developed
case. Most of the results for laminar mixed convection in the
entrance region are available for vertical rectangular ducts �6–8�,
and for vertical circular tubes �9–11�. Other results for horizontal
ducts are also available for rectangular ducts �12� concentric an-
nulus �13�, and circular tubes �14,15�. For the case of laminar
mixed convection, the thermal entrance region of the horizontal
semicircular duct was experimentally investigated by Lei and
Trupp �16�. The heat input was uniformly generated along the
duct test section with the flat wall on top. They used water as the
working fluid. They obtained results for the local and fully devel-
oped Nusselt number for a wide range of flow parameters. Buse-
dra and Soliman �17� studied experimentally the same problem
considered in Ref. �16� by inclining the semicircular duct upward
and downward with �= ±20 deg while the flat wall was in a ver-
tical position. They noted that the axial variation of the Nusselt
number followed the same trend observed in Ref. �16� for the
horizontal and upward inclinations. Theses values of Nusselt num-
ber increased with Grashof number and angle of inclination. Al-
though they reported that a small variation in the circumferential
wall temperature occurred at Gr�107 along the duct length, their
comparison with the theoretical results of Ref. �5� for the case of

�=0 deg was found to be in good agreement. El. Hasadi et al.
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18� investigated numerically the laminar mixed convection in the
ntrance region of circular sector ducts for Pr=0.7 and 7 with the
1 thermal boundary condition.
Numerical studies for the case of laminar mixed convection in

he entrance region of horizontal semicircular ducts with the flat
all on top are, to the knowledge of the authors, nonexistent. The
resent investigation, therefore, is concerned with buoyancy ef-
ects on laminar mixed heat transfer of simultaneously developing
ydrodynamically and thermally for horizontal semicircular ducts
ith the H1 thermal boundary condition. These effects are to be

xamined over a wide range of Gr. The calculated parameters are
ocal Nusselt number and wall friction factor, as well as the de-
elopment of axial velocity and temperature profiles.

athematical Model
Figure 1�a� shows the geometry of a semicircular duct with

adius r0 with the flat surface on top. The fluid enters the duct with
niform velocity equal to ue and a uniform temperature equals to

e. The circumferential average heat rate per unit length is constant
t any cross section along the flow axis of the duct and equal to q̄.
he flow is assumed to be laminar and simultaneously developing
ydrodynamically and thermally with the H1 thermal boundary
ondition. The problem is analyzed for constant fluid properties
ith negligible viscous dissipation. The variation of density is

aken into account only in the body forces �Boussinesq approxi-
ation�. All terms containing the second derivative of any quan-

ity with respect to X are neglected. The fluid pressure decompo-
ition which was used is given by Ref. �19�

p�x,r,�� = p̄1�x� + p2�r,�� �1�

here p1 is the cross-sectional average pressure, which is as-
umed to vary only in the x direction and p2 provides the driving
orce for the secondary flow within the cross section. This decou-
ling of pressure makes it possible to solve the three-dimensional

ig. 1 Geometrical configuration system and control volumes
roblem by using the marching technique in which the solution is
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progressed stepwise in the axial direction with a two-dimensional
elliptic system �in the r and � directions� to be solved at each axial
step. The governing Navier–Stokes equations and the energy
equation in cylindrical coordinates can be written in the nondi-
mensional form as

1. Continuity

�

�R
�RV� +

�W

��
+ �� + 2

2�
�2 R

Pr

�U

�X
= 0 �2�

2. Axial momentum

�V
�U

�R
+

W

R

�U

��
+ �� + 2

2�
�2 U

Pr

�U

�X
�

= −
1

Pr

dP̄1

dX
�� + 2

2�
� + �2U �3�

3. Radial momentum

�V
�V

�R
+

W

R

�V

��
+ �� + 2

2�
�2 U

Pr

�V

�X
�

= �2V − � 2

R2

�W

��
+

V

R2� +
W2

R
−

�P2

�R
− Gr T sin �

�4�
4. Angular momentum

�V
�W

�R
+

W

R

�W

��
+ �� + 2

2�
�2 U

Pr

�W

�X
�

= �2W + � 2

R2

�V

��
−

W

R2� −
WV

R
−

1

R

�P2

��
− Gr T cos �

�5�
5. Energy

Pr�V
�T

�R
+

W

R

�T

��
+ �� + 2

2�
�2 U

Pr

�T

�X
� = �2T �6�

where

�2 =
1

R

�

�R
�R

�

�R
� +

1

R2

�2

��2 �7�

The dimensionless parameters are defined as follows

R =
r

r0
, X =

x

DhPrRe
, V =

vr0

�
, W =

wr0

�
, U =

u

ub

T =
t − te

q̄/k
, P̄1 =

p̄1
*

�ub
2 , P2 =

p2
*r0

2

��2

Re =
Dhub

�
, Pr =

��Cp

k
, Gr =

g�q̄r0
3

k�2 , Dh = � 2�

� + 2
�r0

�8�
The dimensionless initial and boundary conditions are

At X=0

U = 1 for all R and �

T = 0 for all R and �

P̄1 = P̄0 for all R and �

V = W = P2 = 0 for all R and � �9a�

At X�0
U = V = W = 0 at the walls
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T = Tw at the walls �9b�

he parameter Tw in Eq. �9b� is the dimensionless wall tempera-
ure, which is a function of X; however, its value is not known a
riori. The method used for determining Tw at each axial location
is similar to the one used by Paraksh and Liu �20�. Starting from
uniform flow at the inlet of the duct �defined by Eq. �9a�� the

olution for U, V, W, P̄1, P2, and T is to be determined as a
unction of X, R, and �. The solution is to be progressed along X
ntil X=0.4 for all Gr. This distance is sufficient to ensure that the
ully developed region has been reached.

The Nusselt number in dimensionless form

Nux =
hDh

k
=

2�

�� + 2�2

1

�Tw − Tb�
�10�

Fig. 2 Secondary flow pattern fo
he product fRe where the friction factor f is defined by
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f =
�̄w

�1/2��ub
2 �11�

The parameter �̄w was calculated by averaging the wall shear
stress around the circumference of the duct. Thus, the average
wall friction factor is given by the following relation

fRe =
4�

�� + 2�2�	
0

1 � �U

R��
�

�=0
dR −	

0

1 � �U

R��
�

�=�

dR

−	
0

� � �U

�R
�

R=1
d�� �12�

Solution Procedure
The numerical method employed to solve these equations is

ifferent axial stations at Gr=107
r d
based on the SIMPLER method of Patankar �21� with the march-
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ng method of Patankar and Spalding �19�. For the discretization
f the governing Eqs. �2�–�6�, the power law-scheme suggested by
atankar �21� was used. The pressure equation and the pressure–
orrection equation have been derived from the continuity. The
iscretized equations were solved simultaneously for each radial
ine using the tridiagonal matrix algorithm �TDMA� and the do-

ain was covered by sweeping line by line in the angular direc-
ion. At the end of each iteration a correction procedure was ap-

lied to the values of U and dP̄1 /dX in order to ensure that the
ean value of the dimensionless axial velocity Ub is equal to 1.
The mesh used to solve the governing equations was a three-

imensional mesh staggered in the radial and angular directions
see Fig. 2�b��, with uniform divisions in the radial and angular
irections and nonuniform divisions in the axial direction. The
ontrol volumes adjacent to solid walls were subdivided into two
ubdivisions in order to capture the steep gradient in the velocity
nd temperature, and the axial step size was taken as 	X=10−5

ear the duct inlet. Then 	X was increased by 5% for each con-
ecutive step until 	X reaches the value of 10−3 which was kept
onstant. The grid points used in radial and angular directions are
elected to be 30�M� and 50�N�, respectively. To examine the grid
ize effects, Table 1 presents the local Nusselt number at Gr=5

105 for various grid arrangements. A very small deviation ap-
ears in the first station for local Nusselt number values. This
eviation is within 1.5%.

The present results of fRefd and Nufd for the fully developed
orced convection �Gr=0� have been compared with the exact
esults obtained from Lei and Trupp �22,23�. These values are
ithin 0.1% and 0.12% for fRefd and Nufd, respectively. For a

ully developed mixed convection, a comparison of Nufd and
fRefd has been made with the results of Lei �24� for horizontal
emicircular ducts with the flat wall on top and Pr=0.7. These
esults are presented in Table 2.

esults and Discussion
The numerical investigations were obtained for the entrance

egion of horizontal semicircular ducts with the flat wall on top
nd Pr=0.7. A wide range of Gr was covered providing the results

able 1 Effects of grid size on local Nusselt number for case
f Gr=5Ã105


N �	X�

Station

Nux

�I�
10−4

�II�
10−3

�IV�
10−2

�V�
10−1

0
50 �1
10−5−1
10−3� 43.49 16.61 6.58 6.38
0
60 �1
10−5−1
10−3� 43.62 16.60 6.58 6.38
0
40 �1
10−5−1
10−3� 42.80 16.71 6.58 6.41
0
50 �6
10−6−1
10−3� 43.19 16.63 6.61 6.39
0
50 �7
10−6−1
10−3� 43.3 16.62 6.60 6.39

able 2 Comparison of fully developed Nufd and fRefd with
ef. †24‡ at Pr=0.7

r

Nufd fRefd

Present Ref. �24� Present Ref. �24�


106 7.161 7.293 22.839 23.145

107 10.918 11.377 32.070 33.110
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for the development of the secondary flow, axial velocity, and
temperature profiles, and the development of overall quantities
Nux and fRe.

Development of Secondary Flow
Figure 2 shows the development of the secondary flow at Gr

=107 for five selected axial stations. In Station I �X=10−4� the
effects of free convection are negligible and the development of
the hydrodynamic and thermal boundary layers is essential as in
pure forced convection. In Station II �X=10−3� signs of upward
flow are observed near the curved wall. The secondary flow be-
gins to particularly destroy the hydrodynamic boundary layer. Fur-
ther downstream with Station III �X=3.7
10−3� the appearance
of two counter-rotating cells in the upper part of the duct near the
curved wall are partially established. In Station IV �X=10−2� the
two counter-rotating cells strengthened along the curved wall.
Their effects on the thermal field now become important, as
shown later. Contrasted with the velocities at Station II the two
vortex flow in Station IV is significantly magnified with maximum
cross stream velocities, from 36.2 to 224.3. At the last Station V
�X=10−1� the hydrodynamic and thermal fields remain essentially
the same, indicating that the fully developed flow is well estab-
lished. It can be seen that the intensity of the secondary flow is
lower than that of Station IV. This is consistent with Ref. �14�. It
should be mentioned that Lei �24� showed, by solving the fully
developed model for Gr�106, the occurrence of bifurcated solu-
tion for different values of Pr. However, the four-vortex result for
Pr=0.7 was less noticeable and the heat transfer enhancement was
not important. The present results correspond to a two-vortex so-
lution for developing and fully developed flow, indicating that the
two-vortex solution is the only stable solution. This is consistent
with the findings of Orfi et al. �25� for horizontal and inclined
tubes with H2 thermal boundary condition.

Development of Axial Velocity
The development of the axial velocity is represented by the

isovels for the case of pure forced convection, as shown in Fig. 3.
It can be seen that the maximum velocity has moved toward the
center of the duct as the flow approaching the fully developed
state due to the absence of the free convection. The isovels for the
case of Gr=107 are shown in Fig. 4. In the absence of buoyancy
effects, the isovels are seen to be very much similar to those of
pure forced convection. The velocity is constant in most of the
flow domain with sharp changes very near the duct walls, as
shown in Stations I and II. As the flow proceeds further down-
stream in Station III the effect of free convection begins to appear
by distorting the isovels, particularly in the upper part of the duct
due to the intensity of the secondary flow near the corners. In
Station IV the isovels are distorted along the upper part of the
curved wall, while the maximum velocity is confined at the
middle bottom of the duct. In Station V the fully developed state
is reached and the maximum velocity shifted downward toward
the lower portion of the curved wall.

Development of Temperature
The development of temperature is represented by the iso-

therms for the case of forced convection as shown in Fig. 5. The
flow is symmetric and the minimum temperature moves toward
the center of the duct as the flow proceeds toward the fully devel-
oped state. Figure 6 shows the isotherms for the case of Gr=107.
It is clear that, in Stations I and II, the fluid temperature is nearly
uniform except at very near the wall, indicating that the heat did
not reach the core of the fluid in the duct cross section. In Station
III, the effect of the secondary flow becomes important, especially
near the upper corners. However, the isotherms are still concen-
tric. Further downstream in Station IV the isotherms are shown to
fill the whole fluid in the cross section, indicating that the heat has

penetrated to the core of the fluid. At this station the intensity of
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he secondary flow increases and its effects on the distortion of the
emperature become significant. These effects are shown to shift
he minimum temperature near the bottom of the duct cross sec-
ion. At Station V the flow becomes fully developed and the mini-

um temperature is still confined at the bottom.

ocal Nusselt Number and Friction Factor
Figure 7 shows the development of Nux for different Gr. The

ux is close to the forced convection values at smaller values of X
ue to the absence of the free convection. As X increases Nux
ecreases to a minimum due to the balance between the entrance
nd free convection effects, and then rises up to the fully devel-
ped value due to the generation of strong currents of the second-
ry flow. Further, as Gr increases the minimum Nux shifts up-
tream and the thermal entrance length decreases. This behavior
as predicted experimentally by Refs. �16,17,26� and numerically

Fig. 3 Axial velocity contours
y Ref. �12� for rectangular ducts. The increase in Gr enhances

ournal of Heat Transfer
Nux in the developing and fully developed regions. The corre-
sponding values of Nux at Stations IV and V at Gr=1
107 are
9.628 and 10.918, respectively, which are 144% and 263% higher
than those of forced convection at the same axial locations.

Figure 8 shows the development of fRe for different Gr. The
results show behavior similar to that of Nux discussed above. The
corresponding values of fRe at Stations IV and V at Gr=1
107

are 30.643 and 32.071, respectively, which are 142% and 202%
higher than those of forced convection at the same axial stations.
The enhancement of fRe is less as compared with Nux. Table 3
presents the fully developed values of Nufd and fRe for the whole
range of Gr considered in this study. Further, the thermal entrance
length, Lth, represents the axial distance in which Nux deviates
from the fully developed value by 5%. It should be noted that for
mixed convection the values of Nux plunge below the value of
Nufd and then rise to approach the fully developed from below, as

different axial stations at Gr=0
for
shown in Fig. 6.
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nset of the Secondary Flow
The location of the onset of secondary flow is defined as the

xial distance where the local Nux value first exceeds the forced
onvection value by 5%. Results for the location of the onset of
he secondary flow are tabulated in Table 4. It is clear that as Gr
ncreases the location of the onset of the secondary flow moves
pstream.

onclusions
Laminar mixed convection in the entrance region of horizontal

emicircular ducts with the flat wall on top has been studied nu-
erically. The effects of free convection on the development of

he hydrodynamic and thermal boundary layers are clearly estab-
ished. Nux and fRe in the developing and fully developed regions
ncreased with Gr. The axial variation of Nux follows the trend
oted in the previously published results for horizontal ducts. The
nhancement of Nux is found to be greater than fRe in the devel-
ping and fully developed regions. Further, as Gr increases the

Fig. 4 Axial velocity counters
ocation of the onset of the secondary flow moves upstream.
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Nomenclature
Cp � specific heat, J kg−1 K−1

Dh � hydraulic diameter, m
f � friction factor defined by Eq. �11�
g � gravitational acceleration, ms−2

Gr � Grashof number defined by Eq. �8�
h � average heat transfer coefficient, W m−2 K−1

k � thermal conductivity, W m−1 k−1

Lth � dimensionless thermal entrance length
Nux � local Nusselt number defined by Eq. �10�

p̄1 � cross-sectional average pressure, N m−2

p2 � cross-sectional excess pressure, N m−2

P̄1 � dimensionless cross—sectional average pres-
sure defined by Eq. �8�

P2 � dimensionless cross—sectional excess pressure
defined by Eq. �8�

Pr � Prandtl number defined by Eq. �8�
q̄ � rate of heat input per unit length, W m−1

r � radial coordinate, m

different axial stations Gr=107
for
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J

r0 � radius of circular wall, m
R � dimensionless radial coordinate defined by Eq.

�8�
Re � Reynolds number defined by Eq. �8�

t � temperature, K
te � temperature at the inlet, K
T � dimensionless temperature defined by Eq. �8�

Tb � dimensionless bulk temperature
Tw � dimensionless wall temperature

u � axial velocity, m s−1

ub � mean axial velocity, m s−1

U � dimensionless axial velocity defined by Eq. �8�
v � radial velocity, m s−1

V � dimensionless radial velocity defined by Eq.
�8�

w � angular velocity, m s−1

Fig. 5 „T−Tw… temperature contou
W � dimensionless angular velocity defined by

ournal of Heat Transfer
Eq. �8�
x � axial coordinate, m
X � dimensionless axial coordinate define by Eq.

�8�
H1 � corresponding to the H1 boundary condition
H2 � corresponding to the H2 boundary condition

Greek Symbols
� � coefficient of thermal expansion of fluid, K−1

� � angular coordinate
� � kinematic viscosity, m2 s−1

� � density, kg m−3

� � shear stress, N m−2

Subscripts
fd � fully developed state
e � refers to the Entrance

for different axial stations at Gr=0
rs
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Fig. 7 Effect of Gr on the axial development of Nux
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Fig. 6 „T−T … temperature contours for different axial stations at Gr=107
Fig. 8 Effect of Gr on the axial development of fRe
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Dual Solutions in
Magnetohydrodynamic Mixed
Convection Flow Near a
Stagnation-Point on a Vertical
Surface
The steady magnetohydrodynamic (MHD) mixed convection stagnation-point flow toward
a vertical heated surface is investigated in this study. The external velocity impinges
normal to the vertical surface and the surface temperature are assumed to vary linearly
with the distance from the stagnation point. The governing partial differential equations
are transformed into a system of ordinary differential equations, which is then solved
numerically by a finite-difference method. The features of the flow and heat transfer
characteristics for different values of the governing parameters are analyzed and dis-
cussed. Both assisting and opposing flows are considered. It is found that dual solutions
also exist for the assisting flow, besides that usually reported in the literature for the
opposing flow.
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Introduction
The existence of dual solutions in mixed convection over a

orizontal plate was reported by Afzal and Hussain �1� when they
econsidered the problem posted by Schneider �2�. This discovery
s in agreement with the statement mentioned in the “note added
n proofs” by Schneider �2�. The lower branch solutions obtained
y Afzal and Hussain �1� terminate at the points where the skin
riction coefficient is zero. On the other hand, the complete lower
ranch solutions were reported by de Hoog et al. �3� for Prandtl
umber Pr=0.5, 1, and 2. de Hoog et al. �3� showed that the lower
ranch solutions terminate at a point where the buoyancy is zero.
he same problem for a micropolar fluid was recently considered
y Ishak et al. �4�, and the results presented in that paper are in
greement with those obtained by de Hoog et al. �3�, i.e., dual
olutions exist in the opposing flow regime and the solutions ter-
inate at a point where the buoyancy is zero.
The study of free �natural� convection, forced convection or the

ombination of both convections �mixed convection� has attracted
any investigations until recently, see, e.g., Refs. �5–7�. Ram-

chandran et al. �8� studied the steady laminar mixed convection
n two-dimensional stagnation flows around vertical surfaces by
onsidering both cases of an arbitrary wall temperature and arbi-
rary surface heat flux variations. They found that a reverse flow
evelops in the buoyancy opposing flow region, and dual solu-
ions are found to exist for a certain range of the buoyancy pa-
ameter. This work was then extended by Devi et al. �9� to the
nsteady case and by Lok et al. �10� to a vertical surface im-
ersed in a micropolar fluid. Dual solutions were found to exist

y these authors for certain range of buoyancy parameter, when
he buoyancy is opposing. The lower branch solutions terminate at
arious points and not attracted to a single point as mentioned
arlier. Ingham �11� probably is the first to find dual solutions for

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 4, 2006; final manuscript re-

eived January 17, 2007. Review conducted by Louis C. Burmeister.
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the assisting flow case, and Ridha �12� for both the opposing and
assisting cases. In his paper, Ridha �12� showed that dual solu-
tions exist in the opposing flow regime and they continue into that
of the assisting flow regime, i.e., when the buoyancy force acts in
the same direction as the inertia force. Very recently, Merrill et al.
�13� improved the results obtained by Nazar et al. �14� on the
existence of dual solutions. They found that dual solutions exist
for all values of the buoyancy parameter ���c, where �c is the
value of � for which the upper branch solution meets the lower
branch solution.

In this paper, we investigate whether or not the dual solutions
reported by Ramachandran et al. �8� exist also for the flow near
the stagnation point on a vertical heated flat plate when there is a
constant magnetic field applied normal to the plate. Both assisting
and opposing flows are considered.

2 Basic Equations
Consider the steady, two-dimensional flow of a viscous and

incompressible electrically conducting fluid near the stagnation-
point on a vertical heated flat plate placed in the plane y=0 of a
Cartesian coordinate system Oxy with the x-axis along the plate as
shown in Fig. 1. It is assumed that the velocity of the flow exter-
nal to the boundary layer U�x� and the temperature Tw�x� of the
plate are proportional to the distance x from the stagnation point,
i.e., U�x�=ax and Tw�x�=T�+bx, where a and b are constants. A
uniform magnetic field of strength B0 is assumed to be applied in
the positive y-direction normal to the plate. The induced magnetic
field is assumed to be small compared to the applied magnetic
field, and is neglected. Under these assumptions along with the
Boussinesq and boundary-layer approximations, the governing
equations which model the boundary-layer flow are given by

�u

�x
+

�v
�y

= 0 �1�

u
�u

+ v
�u

= �
�2u

2 −
1 dp

−
�B0

2

u ± g��T − T�� �2�

�x �y �y � dx �
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u
�T

�x
+ v

�T

�y
= �

�2T

�y2 �3�

ubject to the boundary conditions

u = 0, v = 0, T = Tw�x� at y = 0

u → U�x�, T → T� as y → � �4�
ll symbols are defined in the Nomenclature. The last term on the

ight-hand side of Eq. �2� represents the influence of the thermal
uoyancy force on the flow field, with “	” and “
” signs per-
aining to the buoyancy assisting and the opposing flow regions,
espectively. Figure 1 illustrates such a flow field for a vertical,
eated surface with the upper half of the flow field being assisted
nd the lower half of the flow field being opposed by the buoy-
ncy force. The reverse trend will occur if the plate is cooled
elow the ambient temperature.

By employing the generalized Bernoulli’s equation, in free-
tream, Eq. �2� becomes

U
dU

dx
= −

1

�

dp

dx
−

�B0
2

�
U �5�

liminating dp /dx in Eqs. �2� and �5� gives

u
�u

�x
+ v

�u

�y
= �

�2u

�y2 + U
dU

dx
+

�B0
2

�
�U − u� ± g��T − T�� �6�

e introduce now the following similarity variables:

� = � U

�x
�1/2

y, f��� =
�

�U�x�1/2 , ��� =
T − T�

Tw − T�

�7�

here � is the stream function defined as u=�� /�y and v=
�� /�x so as to identically satisfy Eq. �1�. Substituting Eq. �7�

nto Eqs. �6� and �3�, we get the following ordinary differential
quations:

f� + f f� + 1 − f�2 + M�1 − f�� + � = 0 �8�

Fig. 1 Physical model and coordinate system

Table 1 Values of f �„0… for various values

Pr

Ramachandran et al. �8�

�=−1 �=1

0.7 0.6917 1.7063 0
7 0.9235 1.5179 0

20 1.0031 1.4485 1
40 1.0459 1.4101 1
60 1.0677 1.3903 1
80 1.0817 1.3774 1

100 1.0918 1.3680 1
ournal of Heat Transfer
1

Pr
� + f� − f� = 0 �9�

where the primes denote differentiation with respect to �, M
=�B0

2 / ��a� is the magnetic parameter, �= ±Grx /Rex
2 �with “�”

sign has the same meaning as in Eq. �2�� is the buoyancy or mixed
convection parameter and Pr=� /� is the Prandtl number. Further,
Grx=g��Tw−T��x3 /�2 and Rex=Ux /� are, respectively, the local
Grashof number and the local Reynolds number. We notice that �
is a constant, with �=Grx /Rex

2�0 and �=−Grx /Rex
2�0 corre-

spond to the assisting flow and opposing flow, respectively,
whereas �=0 represents the case when the buoyancy force is ab-
sent �pure forced convection flow�. The boundary conditions �4�
now become

f�0� = 0, f��0� = 0, �0� = 1

f���� → 1, ��� → 0 �10�

It is worth mentioning that when M =0 �magnetic field is absent�,
Eqs. �8�–�10� reduce to those found by Ramachandran et al. �8�
for the case of an arbitrary surface temperature with n=1 in their
paper.

The physical quantities of interest are the skin friction coeffi-
cient Cf and the local Nusselt number Nux, which are defined by

Cf =
�w

�U2/2
, Nux =

xqw

k�Tw − T��
�11�

where the skin friction �w and the heat transfer from the plate qw
are given by

�w = �� �u

�y
�

y=0
, qw = − k� �T

�y
�

y=0
�12�

with � and k being the dynamic viscosity and thermal conductiv-
ity, respectively. Using the similarity variables �7�, we get

1
2Cf Rex

1/2 = f��0�, Nux/Rex
1/2 = − ��0� �13�

3 Results and Discussion
The system of equations �8�–�10� was solved numerically for

some values of the buoyancy parameter � and magnetic parameter
M, whereas the Prandtl number Pr is fixed to be unity �Pr=1�,
except for comparisons with previously reported cases. The non-
linear ordinary differential equations were solved using the Keller-
box method by integrating forwards in � until a predetermined
large value of � is reached, �� say, where we assume the infinity
boundary condition may be enforced. The Keller-box method is
very well described in the book by Cebeci and Bradshaw �15�.

We notice that the results presented in this study are valid only
in the small region near the stagnation line, and are not applicable
outside the region. The values of the dimensionless skin friction
coefficient f��0� and local Nusselt number −��0� are obtained
and compared with previously reported cases. This comparison is

Pr when M=0 „for upper branch solution…

Lok et al. �10� Present results

−1 �=1 �=−1 �=1

693 1.706376 0.6917 1.7063
528 1.517952 0.9235 1.5179
158 1.448520 1.0031 1.4485
989 1.410094 1.0459 1.4101
703 1.390311 1.0677 1.3903
719 1.377429 1.0817 1.3774
840 1.368070 1.0918 1.3680
of

�=

.691

.923

.003

.045

.067

.081

.091
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hown in Tables 1 and 2. It is seen that the present values of f��0�
nd −��0� are in very good agreement with both results obtained
y Ramachandran et al. �8� and Lok et al. �10�. Therefore, it can
e concluded that the developed code can be used with great
onfidence to study the problem discussed in this paper.

The variations of the skin friction coefficient f��0� and the local
usselt number −��0� with buoyancy parameter � for M =0 and
=1 are shown in Figs. 2 and 3, respectively, for Pr=1. Figures
and 3 show that it is possible to obtain dual solutions of the

imilarity equations �8�–�10� also for the assisting flow ���0�,
part of those for the opposing flow ���0�, that have been re-
orted by Ramachandran et al. �8� and Lok et al. �10�. For ��0,
here is a favorable pressure gradient due to the buoyancy forces,

Table 2 Values of −��„0… for various value

Pr

Ramachandran et al. �8�

�=−1 �=1

0.7 0.6332 0.7641 0
7 1.5403 1.7224 1

20 2.2683 2.4576 2
40 2.9054 3.1011 2
60 3.3527 3.5514 3
80 3.7089 3.9095 3

100 4.0097 4.2116 4

ig. 2 Variation of the skin friction coefficient f�„0… with � for
=0,1 when Pr=1

ig. 3 Variation of the local Nusselt number −��„0… with � for

=0,1 when Pr=1
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which results in the flow being accelerated and consequently there
is a larger skin friction coefficient than in the nonbuoyant case
��=0�. For negative values of �, there is a critical value �c, with
two branches of solutions for ���c, a saddle-node bifurcation at
�=�c and no solutions for ���c. The boundary-layer separated
from the surface at �=�c, thus we are unable to get the solution
for ���c by using the boundary-layer approximations. To obtain
the solutions beyond this value, the full Navier-Stokes equations
have to be used. Based on our computations, we found that �c=
−2.364 for M =0, and �c=−3.850 for M =1. This value of �c for
M =0 is different from those reported by Lok et al. �10�, as they
were using Pr=0.7 in their paper. The boundary-layer separation
occurs at �=�c where f��0��0, a different result from the classi-
cal boundary-layer theory where separation occurs when f��0�
=0. This observation is in agreement with both cases reported by
Ramachandran et al. �8� and Lok et al. �10�.

Further, it is seen from Fig. 2 that the upper branch solution has
a higher value of f��0� for a given � than the lower branch solu-
tion. For the assisting flow, dual solutions are found to exist for all
positive values of � considered, to much higher values than shown
in Fig. 2. Figure 2 also shows that the critical value ��c� increases
as the magnetic parameter M is increased, suggesting that the
magnetic field increases the range of existence of solutions to Eqs.
�8�–�10�, i.e., the boundary-layer separation can be delayed by
introducing the effect of magnetic field. The results shown in Fig.
3 for the heat transfer rate at the surface, −��0�, suggest that for
the lower branch solution, −��0� becomes unbounded as �→0−

and as �→0+.
Figures 4 and 5 illustrate the samples of velocity and tempera-

ture profiles for the assisting flow, �=1, whereas the correspond-
ing opposing flow results, �=−1, are shown in Figs. 6 and 7, all
for Pr=1. In Figs. 6 and 7, the solid lines are for the upper branch
solution and the dash lines for the lower branch solution, respec-

f Pr when M=0 „for upper branch solution…

Lok et al. �10� Present results

−1 �=1 �=−1 �=1

269 0.764087 0.6332 0.7641
374 1.722775 1.5403 1.7224
380 2.458836 2.2683 2.4576
781 3.103703 2.9054 3.1011
338 3.555404 3.3527 3.5514
824 3.914882 3.7089 3.9095
974 4.218462 4.0097 4.2116

Fig. 4 Velocity profiles f�„�… for M=0,1 when Pr=1 and �=1
s o

�=

.633

.546

.269

.907

.356

.713

.015
„assisting flow…
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ively. As seen in Figs. 4–7, there are dual solutions both when
=1 and �=−1. When �=1, the velocity gradient at the wall is
ositive for the solutions on both branches �see Fig. 4�, which is in
greement with the curves of f��0� shown in Fig. 2. For �=−1
see Fig. 6�, the velocity profiles for the upper branch solution
ave a positive velocity gradient at the wall, while for the lower
ranch solution, the velocity gradient at the wall is positive when

ig. 5 Temperature profiles �„�… for M=0,1 when Pr=1 and
=1 „assisting flow…

ig. 6 Velocity profiles f�„�… for M=0,1 when Pr=1 and �=−1
opposing flow…

ig. 7 Temperature profiles �„�… for M=0,1 when Pr=1 and

=−1 „opposing flow…
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M =1 and negative when M =0. Again, this observation is in
agreement with the curves shown in Fig. 2. Further, the solution
on the lower branch for both cases �= ±1 has a region of reversed
flow �has f�����0� located away from the wall ��=0�. In Fig. 5,
we see that the temperature profiles are negatives for the lower
branch solution, away from the wall ��=0�. As discussed by
Ridha �12�, those solutions for which ����0 for any � have no
physical sense. This can be explained by using the definition of
the dimensionless temperature ��� given in Eq. �7� that requires
T must be less than the ambient temperature T� to give ����0,
since Tw�T� �heated plate�. This is in contradiction with the fact
that the heat is transferred from the plate to the fluid, but the
temperature of the fluid in the boundary layer is less than the
ambient temperature T�. For the case of opposing flow, the lower
branch temperature profiles as presented in Fig. 7 show there ex-
ists a region in the boundary layer where �����0� that seems to
contradict the second law of thermodynamics. Thus, the lower
branch solutions in this case also may be not physically accept-
able.

Finally, Figs. 4–7 show that the boundary conditions �10� are
satisfied, which support the validity of the present results, besides
support the dual nature of the solution to the boundary-value prob-
lem �8�–�10�.

4 Conclusions
We have studied the similarity solutions for the steady MHD

mixed convection flow near the stagnation point on a vertical
heated surface immersed in an incompressible viscous fluid. The
governing nonlinear ordinary differential equations were solved
numerically using the Keller-box method. We discussed the ef-
fects of the magnetic parameter M and the buoyancy parameter �
on the fluid flow and heat transfer characteristics. For conve-
nience, we considered Prandtl number unity. A new feature to
emerge from our results is the existence of a reversed flow region,
in addition to a dual solution in the assisting flow regime ��
�0�. Previous works for nonmagnetic effect �8� and for a mi-
cropolar fluid �10� had failed to notice that the lower branch so-
lution could be continued into the assisting flow regime. We found
that the lower branch solution of f��0� remains continuous,
whereas −��0� has a discontinuity at �=0. In the assisting flow
case, solutions could be obtained for all positive values of �,
while in the opposing case the solution terminated with a saddle-
node bifurcation at �=�c ��c�0�. The value of ��c� increases with
an increase in M, thus the magnetic parameter increases the range
of similarity solutions, which in turn delays the boundary-layer
separation.
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Nomenclature
a ,b � constants
B0 � uniform magnetic field
Cf � skin friction coefficient

f � dimensionless stream function
Grx � local Grashof number

g � acceleration due to gravity
k � thermal conductivity

M � magnetic parameter
Nux � local Nusselt number

Pr � Prandtl number

p � fluid pressure
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qw � heat transfer from the plate
Rex � local Reynolds number

T � fluid temperature
Tw�x� � plate temperature

T� � ambient temperature
U�x� � velocity of the external flow
u ,v � velocity components along the x and y direc-

tions, respectively
x ,y � Cartesian coordinates along the plate and nor-

mal to it, respectively

reek Symbols
� � thermal diffusivity
� � thermal expansion coefficient
� � similarity variable
 � dimensionless temperature
� � buoyancy or mixed convection parameter
� � dynamic viscosity
� � kinematic viscosity
� � fluid density
� � electrical conductivity

�w � skin friction
� � stream function

ubscripts
w � condition at the plate surface
� � condition far from the plate

uperscript
� � differentiation with respect to �
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Convective Heat Transfer in Open
Cell Metal Foams
Convective heat transfer in aluminum metal foam sandwich panels is investigated with
potential applications to actively cooled thermal protection systems in hypersonic and
re-entry vehicles. The size effects of the metal foam core are experimentally investigated
and the effects of foam thickness on convective transfer are established. Four metal foam
specimens are utilized with a relative density of 0.08 and pore density of 20 pores per
inch (ppi) in a range of thickness from 6.4 mm to 25.4 mm, in increments of approxi-
mately 6 mm. An exact-shape-function finite element model is developed that envisions
the foam as randomly oriented cylinders in cross flow with an axially varying coolant
temperature field. A fully developed velocity profile is obtained through a semi-empirical,
volume-averaged form of the momentum equation for flow through porous media, and
used in the numerical analysis. The experimental results show that larger foam thick-
nesses produce increased heat transfer levels, but that this effect diminishes for thicker
foams. The finite element simulations capture the thickness dependence of the heat trans-
fer process and good agreement between experimental and numerical results is obtained
for larger foam thicknesses. �DOI: 10.1115/1.2739598�

Keywords: convective heat transfer, metal foams, active cooling, experimental, finite
elements
Introduction
Metal foam sandwich panels have been proposed as alternative
ultifunctional materials for structural thermal protection systems

n hypersonic and re-entry vehicles �1�. This type of construction
ffers numerous advantages over other actively cooled concepts
ecause of the unique properties of metal foams. These materials,
hen brazed between metallic face sheets, are readily suited to

llow coolant passage without the addition of alien components
hat may compromise structural performance. Moreover, the me-
hanical properties can be varied to suit different structural needs
y varying the foam relative density. From a heat transfer point of
iew, these materials have been shown to be exceptional heat
xchangers primarily due to the increased surface area available
or heat transfer between the solid and fluid phases, and the tur-
ulence created in the flow by the presence of the metal foam.

The thermo-mechanical response of metal foam sandwich pan-
ls has been recently studied and characterized �1�. In particular, it
as been shown that using air as coolant at sufficiently high ve-
ocities, the strain due to buckling of these structures under
hermo-mechanical loads can be virtually eliminated. The imple-

entation of these materials in thermal protection systems, how-
ver, requires that a proper heat transfer model exists that allows
he coupling between the thermo-mechanical and heat transfer
roblems to be properly analyzed. In other words, it is necessary
o understand how different foam properties such as relative den-
ity, pore density, and foam thickness will affect the heat loads
hat this type of structural component can remove.

The improvements produced by the presence of porous media
n heat exchanger systems has been the topic of extensive re-
earch over the years. Lagé et al. �2–4� studied the effect of plac-
ng a porous aluminum material inside a phased-array radar slat in
he forced convection properties of this system. It was shown that
his material greatly improved the heat transfer process by de-

1E-mail: ksalas@umich.edu
2Corresponding author. e-mail: dcw@umich.edu
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 26, 2006; final manuscript re-
eived December 8, 2006. Review conducted by Jose L. Lage. Paper presented at the

oint AIAA/ASME/ASCE SDM Conference, Newport, RI, USA, May 1–5, 2006.

ournal of Heat Transfer Copyright © 20
creasing the temperature difference between the two sides of the
slat by as much as 700%. Mohamad et al. �5–8� have studied the
heat transfer enhancements produced by porous media on heat
exchanger systems. In particular, they carried out experiments us-
ing metallic porous inserts on heated pipes. Their results sug-
gested that the presence of the porous material produced higher
heat transfer levels for an acceptable increase in the pressure drop
through the pipe; moreover, it was shown that larger porosities
produced better heat transfer performance. Boomsma and Paulika-
kos �9–11� performed experiments using aluminum foams and
water as the cooling medium; their study focused on a comparing
the performance of metal foams to other commercially available
heat exchangers. It was reported that, using these materials instead
of other available options, the thermal resistance of the system
could be reduced by nearly a factor of two for the same amount of
pumping power. Lu et al. �12� developed an analytical model en-
visioning the foam as an array of mutually perpendicular cylinders
subjected to cross-flow. In their study, a closed-form expression
for the convective coefficient of a foam-filled channel with con-
stant wall temperatures was presented, based on foam geometry
and material and fluid properties. These authors reported that the
simplifying assumptions used in their analysis were likely to lead
to an overprediction of the actual heat transfer level. This model
has been partially validated by Bastawros and Evans �13� who
performed forced convection experiments on aluminum foams ad-
hered to silicon substrate face sheets. These authors reported that
the predictions of �12� regarding the dependence of the convective
coefficient on coolant velocity and strut diameter were qualita-
tively consistent with their observations, but that the foam thick-
ness effects were not adequately modeled. In particular, they re-
ported that, for a fixed value of the free stream air velocity, the
heat dissipation rate and convective coefficient decreased with
increasing foam thickness. Moreover, they introduced an empiri-
cal modification to this model based on a tetrakaidecahedral unit
cell and their experimental results. These modifications, however,
did not completely solve the qualitative limitations of the model.

Calmidi and Mahajan �14� also carried out experimental studies
on forced convection in aluminum metal foams, using air as the
cooling medium. Their study focused on porosity and pore density

in an effort to quantify thermal dispersion and thermal nonequi-

SEPTEMBER 2007, Vol. 129 / 121707 by ASME
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ibrium effects in metal foams. In their numerical analysis, they
sed a semi-empirical form of the momentum equation governing
he flow of fluid through porous media to obtain the velocity pro-
le in the foam-filled channel. This profile was then used in solv-

ng a volume-averaged form of the energy equation, which
ielded models for the foam thermal dispersion conductivity and
nterstitial heat transfer coefficient. They showed that for air as the
ooling medium, thermal dispersion effects were very low. Their
esults reportedly agree favorably with their experimental data and
hose published in the open literature.

The literature review performed by the present authors did not
ield a definite model that properly includes the effects of foam
hickness on the convective heat transfer of metal foams. As a
esult, the objective of this study is to experimentally investigate
hese size effects, and to numerically model them using a finite
lement approach. Four different foam thicknesses are investi-
ated to determine the dimensions at which size effects disappear
nd metal foams can be considered as a continuum for heat trans-
er. In the analysis, the metal foam is envisioned as an array of
ylinders in cross-flow but a highly ordered structure is not as-
umed, as has been previously done. The velocity profile inside
he foam-filled duct is calculated using the approach of Refs.
14,15� along with the permeability and inertial coefficient deter-
ined experimentally. The governing equation for cylinders in

ross-flow is then used to derive a weak form that yields the
ecessary element effective conductivity matrix and heat flux vec-
or. These results are later used to calculate the temperature dis-
ribution on the surfaces of the sandwich panel.

Experimental Procedures
Four metal foam sandwich panels were used to experimentally

tudy the effect of foam thickness on the convective heat transfer
oefficient of aluminum metal foams. The sandwich construction
onsists of a metal foam core brazed to two aluminum face sheets.
he face sheets are constructed of aluminum T6061-T6, whereas

he metal foam core alloy is T6101-T6. The panels used belong to
he Duocel family of metal foams manufactured by ERG Materi-
ls and Aerospace Corporation. The set of specimens used con-
isted of four different foam thicknesses ranging from
.4 mm to 25.4 mm in increments of 6.4 mm. In addition, the ra-
io of foam thickness to face sheet thickness was maintained con-
tant, at approximately 6:1, to ensure that thermal resistance ef-
ects were similar in all cases. The length and width of each
pecimen were kept constant at 203.5 mm and 51.0 mm, respec-
ively. In order to properly isolate the thickness effects, the foam
elative density and pore density were maintained constant at 0.08
nd 20 pores per inch �ppi�, respectively �values provided by
anufacturer�. A schematic of a typical specimen is shown in Fig.

.
Each specimen was placed inside a custom-built Plexiglas case

hich provided insulation from the ambient conditions, as well as
means to prevent airflow bypass. Low conductivity styrofoam

k=0.037 W/m K� was placed on the sides of the case to prevent
nd measure existing heat losses. The top of each specimen was
nsulated using insulating melamine foam. A sample insulated
pecimen is shown in Fig. 2. The specimens were heated on the
op side using four patch heaters �Minco Inc, HK913P�, as shown
n Fig. 3. The upper side was heated so as to obtain a stable
emperature gradient �16�. The lower side of the panel was insu-
ated using a Plexiglas sheet. The heat entering each panel was
ontrolled by specifying the voltage supplied to the heaters using
n adjustable Variac, which allowed only a fraction of the avail-
ble voltage to be used, and measured through Ohm’s law. Tem-
erature measurements were taken at three axial locations on both
he top and bottom face sheets using type K thermocouples
Omega Engineering, 5SC-TT-K-36-36�, which were then con-
ected to a data acquisition system for recording.

Forced convection was achieved by running air at different ve-

ocities through the metal foam. The flow rate was measured using
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an in-line pneumatic flow meter �Omega Engineering, FL6711A�,
and the average air velocity was then calculated using this value
and the foam cross-sectional area. A schematic of the overall ex-
perimental set up is shown in Fig. 4. For each specimen a range of
velocities between 0 m/s and 10 m/s was covered, while in some
cases the velocity was increased until 19 m/s. The temperature
and pressure of the air entering and exiting the foam core were
also measured. A typical experimental run started with the appli-
cation of a heat flux on the upper surface of the sandwich panel
using the heaters. The voltage supplied to the heaters was kept
constant by using only 20% of the available 110 V; this resulted
in a constant heat flux setting of 730 W/m2 for all the experimen-
tal cases run. The temperature of the heated surface was moni-
tored at one sample per second, and when its value reached ap-
proximately 50°C active cooling was started by running high-
pressure air through the metal foam core; the particular velocity
under examination was set through the volumetric flow rate,
which was measured downstream of the sandwich panel. Each
experiment lasted until all temperatures reached steady-state con-
ditions.

The uncertainty in the air velocity was determined based on the
uncertainty of the volumetric flow rate and the uncertainty in the
cross-sectional area measurement. The resolution of the flow

Fig. 1 Geometry of a sample metal foam sandwich panel used
in the present study. The specimen shown has a foam thick-
ness of 6.4 mm and a face sheet thickness of approximately
1.1 mm.

Fig. 2 Detail of fully insulated metal foam sandwich panel

specimen
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eter was 5 scfm, while the resolution in length measurement
as 0.1 mm. These values result in an air velocity uncertainty

stimate of 13%. The uncertainty in the experimental values mea-
ured are reported through error bars, which represent the standard
eviation of the specific parameter under consideration. The heat
osses through the sides were calculated using the temperature
eading from two thermocouples embedded in the insulating sty-
ofoam, along with this material’s thermal conductivity and thick-
ess. This procedure has been shown to accurately represent the
ateral heat losses in this type of experimental arrangement �15�.
he average convective coefficient, h̄, was calculated using the
verage temperature of the heated surface, the temperature of the
ncoming air, and the geometry of the foam through

h̄ =
Q

LW�T
�1�

The heat entering the sandwich panel and the temperature dif-
erence, defined in Eq. �2�, are based on the resistance summary of
hese data see Table 1� as well as the losses through the sides. The
erm ks represents the thermal conductivity of the styrofoam; Al
he lateral foam area; b the thickness of the styrofoam; and �Tloss
s the difference in the readings of the thermocouples embedded in
he insulation.

ig. 3 Detail of heated surface in metal foam sandwich panel
pecimen. Each heater has dimensions of 76 mm long by
5 mm wide.
Fig. 4 Diagram of ex

ournal of Heat Transfer
�T =
1

3��n=1

3

Tn� − T� �2a�

Q = V2�
i=1

4
1

Ri
− ksAl��Tloss

b
� �2b�

3 Experimental Results
Figures 5 and 6 show, respectively, a typical set of experimental

results for the temperature distribution of the heated and unheated
sides of the sandwich panel as a function of time. The temperature
of both surfaces increases with axial position indicating that the
cooling fluid does not reach a constant temperature shortly after
entering the foam duct. The effect of thickness on the temperature
difference between top and bottom surfaces is illustrated in Fig. 7.
In this figure, as well as in all subsequent figures showing experi-
mental results, average values are reported and the corresponding
standard deviations are represented through error bars. Clearly, as
the foam thickness is increased, the difference between both sur-
faces increases. This trend indicates that heat transfer increases
with increasing thickness, as a lower temperature implies that
more heat has been carried away by the cooling fluid; this has its
physical basis on the fact that an increased metallic surface area is
available for heat transfer. This result is also consistent with the
convective coefficient trends presented below for the same rea-
sons. It is important to mention that the temperature difference
decreases with increasing air velocity due to the constant heat flux
boundary condition. If a constant temperature were prescribed at
the heated surface, we would observe an increase in the tempera-
ture difference with increasing air velocity.

The experimental results obtained for the convective heat trans-
fer coefficient are summarized in Fig. 8. The results show that
increasing the average velocity of the cooling fluid increases the
convective coefficient. As the fluid velocity increases, and assum-
ing that it is far downstream so that the velocity profile is fully

Table 1 Resistance of heaters used in experiments

Heater number
Resistance

���

1 64.7
2 65.5
3 63.0
4 64.1
perimental setup
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eveloped, a larger velocity leads to a larger rate of interaction
etween the fluid and the solid struts in the metal foam. This leads
o better heat transfer and therefore a higher heat transfer coeffi-
ient, as shown in Fig. 8. Nevertheless, this trend is not without
ound since the proximity of the metal struts limits the interac-
ion, and dictates the velocity at which the trend seems to level
ff. Furthermore, it is possible that the increased convective coef-
cient observed for higher flow velocities is due to thermal
oundary layer development. For a fully developed thermal
oundary layer, the convective coefficient would not be as sensi-
ive to the flow velocity. However, this process usually requires a
arger entrance length, and since the specimens used in this study
ere relatively short, it is possible that it was never completed for

he range of velocities studied.

ig. 5 Sample thermocouple readings for heated side. The air
elocity is 12.1 m/s, the foam thickness is 12.7 mm, and the
oltage setting is 22 V resulting in a heat flux of 730 W/m2.

ig. 6 Sample thermocouple readings for insulated side. The
ir velocity is 12.1 m/s, the foam thickness is 12.7 mm, and the

2
oltage setting is 22 V, resulting in a heat flux of 730 W/m .

220 / Vol. 129, SEPTEMBER 2007
The effect of foam thickness is also evident from the figure: an
increased convective coefficient is observed for larger foam thick-
nesses. This trend, although relatively weak, is expected, because
a greater foam thickness implies a larger amount of effective sur-
face area available for heat transfer. The trends observed in these
results are inconsistent with those presented in Ref. �13� where the
convective coefficient reached a maximum value at approximately
2 m/s and steadily decreased thereafter, and where this coefficient
was observed to decrease with increasing foam thickness. A non-
dimensional form of these results is presented in Fig. 9. Since the
average convective coefficient for the sandwich panel is obtained,
the Nusselt number, Nu, was defined based on the foam thickness
and thermal conductivity of air at 20°C through

Fig. 7 Effect of thickness on temperature difference across
metal foam. The voltage setting was kept constant in all cases
at 22 V resulting in a heat flux of 730 W/m2.

Fig. 8 Dependence of average convection coefficient of metal
foam on foam thickness. The voltage setting was kept constant

2
in all cases at 22 V resulting in a heat flux of 730 W/m .
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Nu =
h̄t

kair
�3�

The properties of air at 20°C were chosen since this is a rep-
esentative value of the inlet air temperature observed in the ex-
eriments. Furthermore, the range of inlet temperatures covered
panned 4°C, and air properties do not show appreciable differ-
nces in this small range. Similarly, the Reynolds number, Re, was
alculated based on the foam thickness and air density and dy-
amic viscosity at the same air temperature as before through

Re =
�ut

�
�4�

The experimental results obtained for the pressure drop across
he sandwich panels are shown in Figs. 10–12. It is important to

ig. 9 Nondimensional average convection coefficient of
etal foam. Re and Nu calculated based on foam thickness.

he voltage setting was kept constant in all cases at 22 V re-
ulting in a heat flux of 730 W/m2.
Fig. 10 Pressure drop across 6.4-mm-thick metal foam core

ournal of Heat Transfer
note from the experimental results that the foam thickness effect
becomes less pronounced as the thickness is increased. Further-
more, the results seem to indicate that for sandwich panels with
thicker foams this effect will be negligible; this conclusion is
based on the fact that the convective coefficient curves lie closer
and closer together for larger foam thicknesses. The nondimen-
sional version of the results also support this trend, albeit in a
weaker form. This observation has important implications for en-
gineering applications of these materials, in particular for the case
of multifunctional structures as the one considered in this paper. If
used as part of a thermal protection system for hypersonic and
re-entry vehicles, metal foam sandwich panels would need to
carry mechanical loads, while at the same time protecting the
inner components of the vehicle from the high temperatures re-
sulting from aerodynamic heating, through convection with a
cooling fluid. It is then important to know that the convective
coefficient has an upper bound which is achieved for a certain
foam thickness. This would therefore allow a designer more flex-

Fig. 11 Pressure drop across 12.7-mm-thick metal foam core
Fig. 12 Pressure drop across 25.4-mm-thick metal foam core
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bility in choosing the foam parameters based on structural or
ther suitable considerations. In conclusion, while the foam thick-
ess at which size effects disappear has not been identified, it has
een experimentally shown that this effect weakens for thicker
oams.

Numerical Model
In this section, the governing differential equation for a cylinder

n cross-flow is used to derive a weak form that allows a solution
o the convective heat transfer problem using a finite element
pproach. This description is more suited to metal foams as its
onstituent struts can be easily envisioned as individual compo-
ents, that is, the method will not lead to the discretization of a
ontinuous structure, as in the case of a beam or a plate, but will
nstead embrace the nature of metal foams in their description.
dditional advantages of this approach include:

• easy calculation of properties using cylinders of different
orientations as all calculations take place in the local coor-
dinate system;

• networks of cylinders with different geometries �lengths and
diameter� can be easily modeled;

• cylinders with different material properties can be em-
ployed, thereby describing functionally graded foams; and

• the discretization of the medium allows the introduction of
an axially varying temperature field for the coolant phase.

4.1 Derivation of Element Matrices. The convective heat
ransfer model proposed in this study envisages the metallic foam
s an array of randomly oriented cylinders subjected to cross-flow.
o develop the temperature distribution of such a cylinder, a stan-
ard fin analysis is used regarding the heat flux as a negative
ource that is proportional to the cylinder’s geometry and convec-
ive coefficient. For a cylinder with diameter d, thermal conduc-
ivity kpm, and local convective coefficient h, subjected to cross-
ow of a coolant with temperature T�, the governing energy
quation has the form

kpm
d2T

dz�2 −
4h

d
�T − T�� = 0 �5�

Equation �5� is used to derive a weak form that will allow the
etermination of the corresponding element effective conductivity
atrix and heat flux vector. To find this weak form, Eq. �5� is
ultiplied by a small temperature variation �T and integrated over

he length, l, of one cylinder

�
0

l �kpm
d2T

dz�2�T −
4h

d
T�T�dz� = −�

0

l
4h

d
T��T dz� �6�

Using integration by parts on the first term of the left hand side,
he following is obtained

−
1

2�
0

l 	kpm� dT

dz�
�2

−
4h

d
T2
dz� +

1

2�
0

l
4h

d
T�Tdz� = constant

�7�
The description of the problem using a finite element approach

onsiders each cylinder as a one-dimensional finite element. As a
esult, the temperature distribution is expressed in terms of two
nterpolating functions, N1 and N2, as well as the temperature at
ach end of the cylinder, T1 and T2. These temperatures corre-
pond to the degrees of freedom since the cylinder ends are con-
idered as the element’s nodes. In this way, the temperature dis-
ribution inside the element is expressed as

T�z�� = �N1�z��N2�z����T1

T2
� = NT �8�

Defining T as the vector of temperature degrees of freedom and

as the shape function vector, Eq. �7� takes the form
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�
0

l �kpmTTN�TN�T +
4h

d
TTNTNT −

4h

d
TTNT�dz� = 0 �9�

It is important to note that the first term in Eq. �9� contains the
temperature derivatives which are expressed in terms of the shape
function derivatives �N�� as

dT

dz�
= 	dN1

dz�

dN2

dz�

�T1

T2
� = N�T �10�

One clear advantage of using a finite element approach is now
introduced. The interpolation functions N1 and N2 are defined as
the solution to the homogenous form of the governing equation
thereby becoming “exact” shape functions. As a result, we have

N1 =
exp�− �z�� − exp�− 2�l�exp��z��

1 − exp�− 2�l�
�11�

N2 =
exp�− �l�exp��z�� − exp�− �l�exp�− �z��

1 − exp�− 2�l�
�12�

The parameter � is defined for simplicity as

� =
4h

kpmd
�13�

The solution to the problem follows from Eq. �9� as

KT − P = 0 �14�

In Eq. �14�, K represents the element effective conductivity
matrix which contains both conduction and convection contribu-
tions; and P corresponds to the element heat flux vector. Note that
in order to have a simpler solution every term in Eq. �9� has been
normalized by the thermal conductivity, kpm, which results in the
units of K and P becoming �length�−1 and �temperature�
��length�−1, respectively. The components of these terms follow
from substitution of Eqs. �11� and �12� into Eq. �9� and can be
expressed as

K11 = K22 =
�exp�2�l� + 1��

exp�2�l� − 1
�15a�

K12 = K21 =
− 2� exp��l�

exp�2�l� − 1
�15b�

P11 = P21 =
�T��exp��l� − 1�

exp��l� + 1
�15c�

The calculation of the heat removed by each element is easily
carried out as �17�

qe = he�Tav
e − T��Asf �16�

In Eq. �16�, the term he is the convective coefficient associated
with each element, Asf is the surface area through which heat
transfer takes place, and the average temperature of each cylinder
is defined as

Tav
e =

1

l�0

l

�T1N1 + T2N2�dz� �17�

This matrix and heat flux vector are used to assemble the global
effective conductivity matrix, Kg, and global heat flux vector, Pg,
which are used to obtain the temperature distribution through the
thickness of the foam. This assembly is carried out following a
standard procedure from finite element analysis, starting the ele-
ment numbering on the heated surface. In order to obtain a unique
solution, boundary conditions consistent with those applied ex-
perimentally must be used in the numerical simulations. The heat

flux boundary condition is specified by setting the first entry of the
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ector Pg equal to the heat flux used experimentally divided by
he thermal conductivity, or by setting the last entry of this vector
qual to zero if the insulated condition is used instead. These
ositions are based on the fact that the element numbering begins
t the upper facesheet which corresponds to the heated surface.
ince the metal foam is modeled using randomly oriented cylin-
ers, the heat flux boundary conditions are applied only at the
orresponding cylinder nodes and not in the spaces between them
ince these do not form part of the discretization domain. The
econd condition to be enforced is necessarily a temperature con-
ition so that a unique solution is obtained. This condition is ap-
lied using the elimination approach from standard finite element
nalysis. This procedure, therefore, eliminates the rows and col-
mns of the effective conductivity matrix where the temperature
egrees of freedom are known. The temperature values are then
etermined by matrix multiplication of the inverse reduced effec-
ive conductivity matrix and the heat flux vector.

The finite element result for the average heat transfer coeffi-

ient, h̄, is calculated using an equation similar to Eq. �1�. The
undamental difference is that the value of Q is replaced with the
otal heat removed by the cooling fluid. This value is determined
y summing the heat removed from each cylinder using Eq. �16�,
nd then summing over all the elements. This may be stated as

Qfluid = �
i=1

n

qe
�i� �18�

o that the average convective coefficient results in

h̄fem =
Qfluid

LW�T
�19�

It is important to mention that this analysis is valid because
teady-state conditions have been reached. Hence, conservation of
nergy may be used to show that the amount of heat entering the
oam duct must be equal to the amount of heat removed by the
ooling fluid.

4.2 Development of Velocity Profile. The velocity of the
ooling fluid plays a critical role in the convective heat transfer
oefficient associated with a cylinder in cross flow �see Sec. 4.3�,
nd therefore its accurate representation is essential in the present
nalysis. In order to determine what the velocity of the fluid is, the
teady volume-averaged momentum equation describing the flow
hrough a porous medium �Eq. �20�� is utilized, following the
pproach presented by Calmidi and Mahajan �14�.

�

	2 � · uu = − �p +
�

	
�2u −

�

K
u −

�f
K

�u�u �20�

The authors in Ref. �14� reported that the linear superposition
f the Darcy term accounting for the drag due to the metallic
truts, and the nonlinear correction term representative of form
rag and flow separation used in Eq. �20� is semi-empirical, but
evertheless produces good agreement with experimental results.
quation �20� describes the full three-dimensional velocity field
ased on the properties of the medium such as its permeability
K�, inertia coefficient �f�, and porosity �	�. In the present analy-
is, only the one-dimensional velocity distribution along the thick-
ess of the foam is necessary. This is a consequence of the as-

Fig. 13 Geometry of metal foam sandwich pa
equation
umption of a fully developed coolant velocity �parallel flow�.

ournal of Heat Transfer
Using only the axial component of the velocity and neglecting
changes along the axial direction, Eq. �20�, can be simplified into
the following scalar equation

�

	

�2u

�y2 −
dp

dx
−

�

K
u −

�f
K

u2 = 0 �21�

Following the approach of Vafai and Tien �18�, Eq. �21� is
nondimensionalized using the foam half-duct height �H� and the
centerline velocity u� �see Fig. 13 for a description of the geom-
etry used in this process�

u* =
u

u�

�22a�

y* =
y

H
�22b�

In this way, Eq. �21� can be expressed in nondimensional form
as follows

�2u*

�y*2 =
1

Da
�u* − 1� +




Da
�u*2 − 1� �23�

Following Ref. �18� the Darcy number, Da, and inertia function,

, are defined as

Da =
K

H2	
�24a�


 =
	fHu�

�
�24b�

The exact solution to Eq. �23� is derived in Ref. �18� and is
reproduced below

u* = 1 −
A + B

A
sech2�D�y* + C�� �25�

For simplicity, the following constants are defined

A =
2


3Da
�26�

B =
1

Da
+

4


3Da
�27�

D =
A + B

2
�28�

C = −
1

D
sech−1� A

A + B
� − 1 �29�

Note that the term corresponding to the pressure gradient in Eq.
�21� is not explicitly shown in Eq. �25� since it was expressed in
terms of the flow velocity outside the momentum boundary layer,
u�, in the solution process �18�. It is important to mention that the
use of Eq. �25� requires the centerline velocity of the fluid in the
foam-filled channel to be specified. As was mentioned in Sec. 2,
the experimental results only yield the average velocity in the
duct. In order to resolve this, a mass balance calculation is per-

l used in nondimesionalization of momentum
ne
formed in which an initial value for the centerline velocity is
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pecified �usually equal to the average velocity since the center-
ine value is expected to be larger �19��. This value is then used to
ntegrate a modified version of Eq. �25� until the mass flow rate is
qual to the one obtained using the average velocity. This process
s mathematically stated as

�
−H

H

ucu
* dy = 2u0H �30�

The implementation of the equations presented above requires
he foam permeability, K, and inertia coefficient, f , to be specified.
hese foam properties are determined from the experimental re-
ults for the pressure drop by fitting the data to a Forchheimer
xtended Darcy’s equation �15,20�. In this way, the pressure drop
s expressed as

−
dp

dx
=

�

K
u +

�f
K

u2 �31�

Therefore, the experimental data is fitted to an equation of the
orm

�pin − pout�
L

= c1u + c2u2 �32�

here the constants c1 and c2 are found through a least squares
rocedure. Setting these values equal to their counterparts in Eq.
31�, the permeability and inertia coefficient are determined. A
ummary of these results for three of the foam specimens used is
resented in Table 2. Note that this model for the pressure drop
oes not account for the effect of temperature on the viscosity of
he cooling fluid. Lagé et al. �21�, proposed a model to include
his effect, and showed that it is more pronounced for large power
ettings. As has been previously mentioned, the voltage setting in
he experiments presented in this work was 22 V, and therefore it
an be safely assumed that these effects are negligible.

A sample velocity profile obtained using Eqs. �25� and �30� is
hown in Fig. 14. The boundary layer thickness is very small due
o the low permeability of the medium. The significance of this
esult and its impact on the heat transfer rate across the thickness
f the foam is clear from the figure: the velocity at the ends is
ero, thereby enforcing the condition that only conduction occurs
t both ends. Neglecting the viscous effects of the flow through
he foam, would mean that the heat transfer rate at the foam–
acesheet joints is assumed to be equal to that at any other point,
hich could in turn overpredict the actual heat transfer level.

4.3 Effect of Cylinder Orientation. The final piece neces-
ary to complete the description and obtain a solution for the
roblem using the finite element model developed above is to
ccount for the orientation of each element, which is here as-
umed to be random. This parameter may also be determined from
icroscopic examination of the metal foam samples. The orienta-

ion of the cylinder is introduced through the velocity of the cool-
ng fluid, which is vectorially decomposed into its parallel and
erpendicular components with respect to the cylinder coordinate
ystem based on the angle, �, that it makes with its local vertical.
his procedure is illustrated in Fig. 15. Even though the determi-
ation of the convective coefficient for a cylinder in cross flow is
till an active area of research, several semi-empirical correlations

Table 2 Summary of foam thermophysical properties.

oam thickness
mm�

Permeability
�K ,m2�

Inertia coefficient
�f�

.4 1.9e−6 0.2084
2.7 6.7e−8 0.0327
5.4 9.1e−8 0.0048
ave been proposed �16� and are adopted in the present analysis.

224 / Vol. 129, SEPTEMBER 2007
Most of these results indicate that the convective coefficient is
proportional to the fluid Prandtl and Reynolds numbers as

h =
C ReD

m Pr1/3

d
�33�

In Eq. �33�, ReD is the Reynolds number based on the cylinder
diameter and pore velocity. The constants m and C are empirical
coefficients that have been shown to depend on the geometry of
the cylinder, in particular, its specific cross-sectional shape. In the
analysis presented in this paper the following semi-empirical cor-
relation will be used

h =
1.8 ReD

0.55 Pr1/3

d
�34�

The only variable in Eq. �34� becomes the Reynolds number
which will vary along the length of the cylinder according to the
solution of the momentum equation through porous media �Eq.
�25��. Since the velocity of the cooling fluid is only included in
this term, the modification mentioned above is included in the
Reynolds number, so that the effective h which takes into account
the orientation of the cylinder is

heff =
1.8 ReD

0.55 cos���0.55 Pr1/3

d
�35�

One important assumption made in the analysis is clear from
Eq. �35�; heat transfer in the axial cylinder direction is assumed to
be zero, that is, heat transfer of the cylinder in longitudinal flow is
not included. The implications of this assumption are discussed in
Sec. 5.

4.4 Numerical Implementation of Finite Element Model.
In the implementation of the finite element model developed
above, each metal foam sandwich panel is discretized into 160
sections along its axial dimension. This number was determined
based on the porosity and length of the foam samples. Each sec-
tion consists of an arrangement of cylinders oriented at different
angles as shown in Fig. 16. It is important to note that this method
of discretization does not include interactions among cylinders
from adjacent axial sections.

The inputs required by the finite element model are the param-
eters necessary to assemble the element effective conductivity ma-
trix and the heat flux vectors. The local convective coefficient for

Fig. 14 Sample velocity profile across metal foam
each element is determined based on the velocity profile obtained
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n Sec. 4.2 and the semi-empirical form adopted in Sec. 4.3. In
his way, the coordinates of the two nodes of each element are

Fig. 15 Decomposition of flow velocity into
spect to cylinder axis

ig. 16 Illustration of sample through-the-thickness cylinder
rrangement used in finite element simulations for each axial

ection

ournal of Heat Transfer
used to calculate the velocity of the fluid at the element’s mid-
point, and this result is later used in determining the convective
coefficient. The fluid properties used correspond to those of air at
20°C. The reason for this choice is similar to the one explained in
Sec. 2. Note that since the velocity profile is assumed to be fully
developed, it is the same for every axial section.

The thermal conductivity value used corresponds to the parent
aluminum alloy. Since we are interested in isolating the thickness
effects, the diameter of each cylinder was maintained constant for
all finite element simulations. This value was an average obtained
from measurement of strut diameters in the different foam
samples. The length of each cylinder is determined based on its
particular orientation, and the number of elements used. As the
primary objective is to model the heat transfer through the thick-
ness of the foam, a large number of elements is desired in this
direction. However, caution must be exercised to ensure that the
total thickness of the foam is equal to the one of the sample under
consideration. This is enforced by selecting the element length so
that its component along the foam thickness equals the value of
the foam thickness divided by the number of elements. This may
be stated as

li cos��i� =
t

n
�36�

so that

�
i=1

n

li cos��i� = t �37�

Note that this requirement is simply a geometric constraint, and
does not imply that only the length of the cylinder along the
thickness direction is used. In all simulations performed, 100 el-
ements were used through the thickness of the foam. The final
input necessary is the temperature of the cooling fluid. This pa-
rameter is specified at each axial section by assuming a linear
distribution along the length of the foam, using the air temperature
at the entrance and exit of the foam duct to determine the neces-
sary constants. For a summary of the input parameters see Table 3.

The solution process begins by assembling the global effective

allel and perpendicular components with re-
par
conductivity matrix and global heat flux vector for the first axial
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ection, which corresponds to the entrance of the foam duct. Once
his procedure has been completed, boundary conditions need to
e specified. In the calculation of the temperature of the heated
ide, the boundary conditions used are the applied experimental
eat flux, and the experimentally measured temperature distribu-
ion of the insulated side. Therefore, the first entry of the global
eat flux vector is set equal to the experimental value used, while
he last entry of the global temperature vector is given a value
orresponding to the specific position of the station. This value is
xtrapolated by using a linear approximation of the temperatures
easured experimentally. In the calculation of the temperature of

he insulated side, the boundary conditions used are the experi-
entally measured temperature distribution of the heated side and

ero heat flux on the insulated side. These values are implemented
ollowing a procedure similar to the one outlined above. The tem-
erature value at all nodes in the axial section is then found from
atrix multiplication of the inverse reduced effective conductivity
atrix and heat flux vector, as explained in Sec. 4.1. The same

rocedure is followed for every axial section, which yields the
emperature distribution along the thickness and length of the
oam.

Results and Discussion
Figures 17–20 show the results obtained for all the foam speci-
ens used. It can be seen that the predictions of the finite element
odel become more accurate as the foam thickness is increased.
or the 6.4 mm panel the slope of the temperature profile pro-
uced numerically is somewhat deviated from the slope of the
emperature profile obtained experimentally, especially for the
emperature of the insulated side. Because of the small thickness

Table 3 Properties of sandwich panel and metal foam

arameter Description Value used

Sandwich panel length 0.203 m
Width 0.051 m

Diameter of foam strut 0.00044 m
Thermal conductivity 218 W/m2 K

ig. 17 Comparison of finite element model prediction and ex-
erimental results for temperature distribution on sandwich
anel. The foam thickness is 6.4 mm, the air velocity is
7.6 m/s, and the voltage setting is 22 V resulting in an applied

2
eat flux of 730 W/m . Random cylinder orientation.

226 / Vol. 129, SEPTEMBER 2007
of the metal foam, it is possible that size effects are predominant
in this case, in other words, since the two facesheets are so close
together it is likely that the entire heat transfer process is domi-
nated by boundary layer effects. The hypothesis that the physical
process governing the heat transfer in the thin panel is not com-
pletely similar to that in the other specimens is also apparent in
Fig. 8, where the results for the convective coefficient of the
6.4 mm panel lie considerably far from the others. The results
obtained for the foam permeability and inertia coefficient also
support this hypothesis. As is shown in Table 2, the foam perme-
ability for the 6.4 mm panel is two orders of magnitude smaller

Fig. 18 Comparison of finite element model prediction and ex-
perimental results for temperature distribution on sandwich
panel. The foam thickness is 12.7 mm, the air velocity is
5.9 m/s, and the voltage setting is 22 V resulting in an applied
heat flux of 730 W/m2. Random cylinder orientation.

Fig. 19 Comparison of finite element model prediction and ex-
perimental results for temperature distribution on sandwich
panel. The foam thickness is 19.0 mm, the air velocity is
5.8 m/s, and the voltage setting is 22 V resulting in an applied

2
heat flux of 730 W/m . Random cylinder orientation.

Transactions of the ASME



t
s
p
I
u
d
e
i
f

m
r
t
o
c
e
t
p
n
c
t
l
p
p
f

t
T
w
a
c
t
t
n
e
s
c
f
i
t

F
p
p
2
h

J

han that of the remaining specimens. Since these foams have the
ame porosity and relative density, it would be reasonable to ex-
ect this parameter to be within the same order for all the samples.
t is likely that this difference is due to the fact that the model
sed to determine this parameter �Eq. �32�� does not adequately
escribe the physical phenomenon. It should be noted that the
ntire velocity formulation presented in Sec. 4.2 excludes any
nteraction between the two viscous boundary layers from the two
acesheets �18�.

As the thickness is increased we observe a significant improve-
ent in the agreement between the experimental and numerical

esults, especially for the insulated side. Figure 18 shows that for
he 12.7-mm-thick panel the model predictions are within 0.5°C
f the experimental results for the insulated side at two axial lo-
ations. Figure 19 shows that for the 19.0-mm-thik specimen the
xperimental and numerical results are in good agreement for both
he heated and insulated surfaces. It should be noted that the ex-
erimental data for the pressure drop obtained for this panel was
ot sufficient to adequately determine its permeability and inertia
oefficient; as a result, the arithmetic mean of the properties for
he 12.7 mm and 25.4 mm foam was used in the numerical simu-
ations for this sample. This assumption is reasonable as these
roperties are expected to be similar for all the samples, as was
reviously explained. Finally, Fig. 20 shows how for the largest
oam thickness tested the results agree very well.

Figures 21–24 show the effect of varying the cylinder orienta-
ion on the numerical results for the temperature of both surfaces.
he cylinder orientation is defined through the angle that it makes
ith its local vertical, as shown in Fig. 15. In the tests performed,
random cylinder orientation was compared with several regular

onfigurations, i.e., by selecting a particular angle and assuming
he cylinders were arranged in a “zig-zag” manner alternating be-
ween positive and negative values of this angle. It is important to
ote that in this type of arrangement, the resulting geometry is
quivalent to a single cylinder connecting both facesheets of the
andwich panel oriented at the angle �; however, this is not the
ase for the random configuration where each cylinder has a dif-
erent orientation. As expected, increasing the angle that the cyl-
nder makes with its local vertical, produces a decreased heat

ig. 20 Comparison of finite element model prediction and ex-
erimental results for temperature distribution on sandwich
anel. The foam thickness is 25.4 mm, the air velocity is
.9 m/s, and the voltage setting is 22 V resulting in an applied
eat flux of 730 W/m2. Random cylinder orientation.
ransfer level �as the axis of the cylinder becomes parallel to the

ournal of Heat Transfer
flow� which is evident from the higher temperatures resulting for
the 70°C case in all thicknesses. The figures also show that alter-
ing the orientation of the cylinder has a stronger effect on the
temperature of the heated surface, as the envelope of temperatures
is thinner for the insulated part. Additionally, the variations that
occur in cylinder configuration from specimen to specimen are
also clear from these results, as different sandwich panels require
different angle configurations to closely match the experimental
results. Although angle variations produce different results, the
magnitude of these differences is in most cases smaller than 15%,
indicating that the exact configuration of the metal foam is not a
crucial factor in determining its heat transfer properties. Other

Fig. 21 Effect of varying cylinder angle on model prediction.
The foam thickness is 25.4 mm, the air velocity is 2.9 m/s, and
the voltage setting is 22 V resulting in a heat flux of 730 W/m2.
Heated side.

Fig. 22 Effect of varying cylinder angle on model prediction.
The foam thickness is 25.4 mm, the air velocity is 2.9 m/s, and
the voltage setting is 22 V resulting in a heat flux of 730 W/m2.

Insulated side.

SEPTEMBER 2007, Vol. 129 / 1227
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oam parameters, in particular its thickness and strut size, appear
o have a much more important influence on the performance of
hese materials as heat exchangers.

Finite element results for the convective heat transfer coeffi-
ient, based on the approach presented in Sec. 4.1, were calculated
or the 25.5-mm-thick foam. This foam thickness was selected
ecause it provided the best match with experimental data for the
emperature distributions, as shown in Fig. 20. It was found that
or low velocities, there was good agreement between numerical
nd experimental results. In particular, for a free stream air veloc-
ty of 2.9 m/s, the finite element simulations predicted a convec-
ive coefficient of 152 W/m2 K, which compared well with
62 W/m2 K obtained experimentally. However, as the air veloc-

ig. 23 Effect of varying cylinder angle on model prediction.
he foam thickness is 6.4 mm, the air velocity is 17.6 m/s, and
he voltage setting is 22 V resulting in a heat flux of 730 W/m2.
eated side.

ig. 24 Effect of varying cylinder angle on model prediction.
he foam thickness is 6.4 mm, the air velocity is 17.6 m/s, and
he voltage setting is 22 V resulting in a heat flux of 730 W/m2.

nsulated side.

228 / Vol. 129, SEPTEMBER 2007
ity was increased, a significant disagreement between both solu-
tions developed, with the finite element analysis underpredicting
the convective coefficient. This difference may be partially attrib-
uted to the fact that heat transfer along the length of the cylinder
is neglected in the analysis. This contribution may become in-
creasingly important for larger air velocities, which contributes to
the disagreement between the model and experiments. The devel-
opment of a refined heat transfer model that considers both the
normal �to a strut element� and axial heat transfer processes would
significantly improve predictions, and is left for future work.

6 Concluding Remarks
The effect of foam thickness on the convective heat transfer of

metal foam sandwich panels has been experimentally investigated
and modeled using a finite element approach. Four different foam
thickness ranging from 6.4 mm to 25.4 mm have been tested, and
results for the convective heat transfer coefficient have been ob-
tained. It has been determined that increasing the foam thickness
produces an increased heat transfer level, as revealed by a larger
convective coefficient and a larger temperature difference between
both foam surfaces. Moreover, it was observed that this effect
weakens as the thickness of the foam increases. The heat transfer
process in the foam has been modeled using a finite element ap-
proach that accomodates metal struts of different orientations.
These results have been shown to agree favorably with experi-
mental data. Both the experimental results and the numerical pre-
dictions indicate that size effects are present in the heat transfer
properties of metal foams, as revealed by the substantial differ-
ences between the 6.4-mm-thick panel and the rest of the speci-
mens. The numerical predictions capture the appropriate trend of
increased heat transfer with increasing foam thickness, and indi-
cate that the exact orientation of the foam struts is of secondary
importance, while the foam thickness and strut size are the domi-
nant properties on convective heat transfer.

Nomenclature
A � area �m2�
b � styrofoam thickness �m�
d � cylinder diameter �m�

Da � Darcy number
f � Inertia coefficient
h � convective coefficient �W/m2 K�
H � metal foam half thickness �m�
k � thermal conductivity �W/m K�
K � foam permeability �m2�
L � sandwich panel length �mm�
l � cylinder length �mm�

Nj � shape function
p � pressure �kPa�
q � heat flux �W/m2�
Q � heat input �W�
Ri � resistance

Re � Reynolds number
t � foam thickness �mm�

Tj � temperature degree of freedom
u � axial velocity in foam duct �m/s�
V � voltage �V�
W � foam width �m�
x � coordinate along foam length
y � coordinate along foam thickness

z� � coordinate along cylinder length

Greek Symbols
� � difference
	 � foam porosity
� � fluid viscosity
� � fluid density �kg/m3�

� � cylinder orientation
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ubscripts
e � element
i � resistance index, i=1,2 ,3 ,4
j � shape function index, j=1,2
l � lateral

� � free stream conditions
n � thermocouple index, n=1,2 ,3

pm � foam parent material
s � styrofoam

sf � cylinder surface
� � free stream conditions

uperscript
— � average property
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Forced Convective Heat Transfer
in Parallel Flow Multilayer
Microchannels
In this paper, the effect of increasing the number of layers on improving the thermal
performance of microchannel heat sinks is studied. In this way, both numerical and
analytical methods are utilized. The analytical method is based on the porous medium
assumption. Here, the modified Darcy equation and the energy balance equations are
used. The method has led to an analytical expression presenting the average dimension-
less temperature field in the multilayer microchannel heat sink. The effects of different
parameters such as aspect ratio, porosity, channel width, and the solid properties on the
thermal resistance are described. The results for single layer and multilayer heat sinks
are compared to show the effectiveness of using multilayer microchannels.
�DOI: 10.1115/1.2739600�

Keywords: microcooling, microchannel heat sink, multi layer channels, porous medium
Introduction

In the current state of fast developing electronic equipment,
aving high speeds and at the same time high heat generation
ates, researchers are trying to find an effective microcooling
ethod. The main problem in the cooling of microdevices is their

igh heat generation rate in a limited space. In this way, much
esearch has been conducted on the analysis of different novel
icrocooling methods such as microheat pipes, microjet impinge-
ents, microcapillary pumped loops, microelectrohydrodynamic

oolers, and microchannel heat sinks. Among the different micro-
ooling devices the microchannel heat sink has been of special
onsideration due to its capabilities such as high capacity of heat
emoval. The use of microchannel heat sink was first introduced
y Tuckerman and Pease in 1981 �1�. Their research was based on
n experiment where they showed that high heat rates of
90 W/cm2 could be removed by microchannel heat sinks. Cur-
ently, research in the field of microchannels is going on in three
spects of experimental methods �2,3�, numerical methods �4�,
nd analytical methods �5�. The experimental method has its own
alues and the new developments in the micromachining tech-
iques help the researchers to perform precise experiments, but
ecause of its high cost it fails to be commonly applied �6�. The
umerical method is being used vastly to simulate the perfor-
ance of microchannels like other fields of heat transfer �7–9�.
here has been much effort to analytically model the microchan-
el heat sink �10,11�. Knight et al. �12� used empirical correlations
o evaluate the performance of a microchannel heat sink. Koh and
olony �13� first modeled microstructures as a porous medium
sing Darcy’s law. Later on Tien and Kuo �14� developed a model
or heat transfer in microchannels using the modified Darcy equa-
ion and the two-equation model. Another method to model the

icrochannel heat sink analytically is to use the fin and plate
heory. In this way, the solid walls are assumed to be as fins that
re connected to the base plate. Applying this assumption, the
hermal resistance and other thermal characteristics of the system
ould be derived using the fin and plate heat transfer relations.

1Corresponding author. E-mail: saman@sharif.edu
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 27, 2005; final manuscript

eceived August 30, 2006. Review conducted by Jose L. Lage.
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The results of such an analysis fail to predict some effects in
comparison with the numerical results or the porous medium ap-
proach results �11�.

Recently, the effect of using multilayer microchannel heat sink
is introduced even to increase the thermal capacities of micro-
channel heat sinks. Vafai et al., using a numerical analysis, have
shown that the two layer microchannel heat sink has more advan-
tages compared with the single layer microchannel �7�. The ad-
vantage of multilayer channels is that they can remove more heat
having the same area in contact with the heat generating compo-
nent.

In this paper, the porous medium approach is used to derive a
novel expression for describing the average dimensionless tem-
perature in a multilayer microchannel heat sink. The results are
first introduced for a single layer microchannel and then the
method has been extended to the multilayer case. The concept of
overall thermal resistance has been introduced and applied to
compare the thermal performance of microchannels. The useful-
ness of the definition of the thermal resistance is described based
on the concept of entropy generation minimization. The effect of
important parameters such as aspect ratio, porosity, and the num-
ber of layers on the overall thermal resistance of multilayer mi-
crochannels is studied.

2 Problem Definition and Overview
Figure 1 shows a single layer microchannel heat sink. A micro-

channel heat sink consists of several parallel channels in which
the working fluid flows through. The solid part is made of a ma-
terial such as silicon with high thermal conductivity and the work-
ing fluid usually is water. The length, L, of the microchannel is
usually much larger than its width, W, and the channel height, H,
or the channel width, wc. The bottom of the heat sink is connected
to a heat generating surface. The heat generating surface usually is
an electronic component. The top surface is assumed to be insu-
lated. It is seen that there is a limited area available between the
heat sink and the heat generating surface. Therefore, the heat dis-
sipation rate per unit area is very high and the heat removal ca-
pacity of the current heat sinks is limited. A possible method to
resolve this problem is to use multilayer heat sinks to increase the
heat removal capacity per unit area. Figure 2 presents a schematic
of a multilayer microchannel heat sink. It is constructed of several
rows of a single layer microchannel heat sink. The problem of

concern in this research is to study the forced convective heat

© 2007 by ASME Transactions of the ASME
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ransfer and fluid flow in multilayer microchannel heat sinks and
ompare the effect of increasing the number of layers in the ther-
al performance of the microheat sink. In the parametric analysis,

he conditions of laminar fully developed, incompressible, steady
ow and constant thermo-physical properties, e.g., viscosity and

hermal conductivity, are assumed. In this study, the microchannel
eat sink is assumed to be a porous medium filled with working
uid as in the work of Tien and Kuo �14�. Volume averaging is
pplied to the fluid flow and heat transfer equations. For volume
veraging to be valid, the averaging volume should be much
onger than the channel width and the direction of averaging
hould be independent of the flow and heat transfer path �15�.
ere, the averaging is done in the z direction for a small volume
f which its dimensions in x and y directions are small compared
o the z direction. On the other hand, the flow is in the x direction
nd the heat transfer can be assumed in the x and y directions.
herefore, these conditions are considered in this approach and

he volume-averaged equations can be applied to microchannels
10�.

Governing Equations
In this paper, the approach is to model the microchannel heat

ink as a fluid saturated porous medium. To study the heat transfer
nd fluid flow the extended Darcy equation and the volume aver-
ged heat transfer equations are used �14�. The extended Darcy
quation is developed to describe the fluid flow in the porous
edia �16�. This equation considers the boundary effects in the

onvection problems, so it is more appropriate to use this equation
nstead of the Darcy equation in the study of forced convection in

icrochannels �17�. In the next sections, first the model has been
eveloped for a single layer heat sink and then the solution
ethod has been extended to a multilayer microchannel.

3.1 Single Layer Microchannel Heat Sink. The volume av-
raged extended Darcy equation and the corresponding boundary
onditions for a microchannel heat sink, such as Fig. 1, are �16�

Fig. 1 Schematic of a single layer microchannel
Fig. 2 Schematic of a multilayer microchannel

ournal of Heat Transfer
d

dx
�P� f = �

d2

dx2 �u� f − �
�

K
�u� f �1�

�u� f = 0 at y = 0,H �2�
Applying the energy balance, the following equations and

boundary conditions can be derived for the temperature field

���u� fcf
��T� f

�x
= ha��T�s − �T� f� + kfe

�2�T� f

�y2 �3�

kse
�2�T�s

�y2 = ha��T�s − �T� f� �4�

�T�s = �T� f = Tw at y = 0 �5�

��T�s

�y
=

��T� f

�y
= 0 at y = H �6�

where e is porosity; K is permeability; a=1/w is the wetted area
per volume; kfe is the fluid effective thermal conductivity; kse is
the solid effective thermal conductivity, and �� denotes a volume
averaged quantity. The characteristic parameters for a microchan-
nel can be defined as �18�

� =
wc

w
, K =

�wc
2

12

kse = �1 − ��ks

kfe = �kf

C =
�kf

�1 − ��ks
�7�

where C is the effective conductivity ratio. As mentioned earlier
in Sec. 2, the volume averaging is done in the z direction and the
dimension of the averaging volume in the z direction is much
longer than the others. Therefore, considering that the fully devel-
oped flow is in the x direction, the permeability is selected based
on the Hagen–Poiseuille flow between two parallel plates. In Eq.
�7�, the hydraulic diameter of the channel may be used instead of
wc �14�, but the results of current selection of the permeability
show very good agreement with the exact analytical solution for
the velocity profile �10�. The selection of effective thermal con-
ductivities is based on the same direction for averaging of the
temperature field.

Considering the fully developed conditions and the energy bal-
ance in the microchannel, the following dimensionless parameters
can be defined to nondimensionalize the equations, as done in
much research after the report of Kim and Kim �10,11�

qw = �� fcfumH
��T� f

�x
�8�

Y =
y

H
, U =

�u� f

um
, Da =

K

�H2

P =
K

�� fum

d�P� f

dx
, � =

�T� − Tw

qwH

�1 − ��ks

�9�

Applying these assumptions, the nondimensional form of Eq.
�1� and the boundary conditions �2� are obtained as

U = Da
d2U

dY2 − P �10�
U = 0 at Y = 0,1 �11�
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Utilizing separate temperatures for the solid and the fluid
hases makes the problem very complicated. The resulting state-
ents contain many parameters and it makes it impossible to ex-

end the method to multilayer channels �10�. To mitigate the dif-
culties another approach is used that makes the problem less
omplicated. The idea is to use an average value, T, to describe
he average temperature of the fluid and the solid. The temperature
eld resulting in this method accurately presents the average tem-
erature in the heat sink, while decreasing the Darcy number even
mproves its accuracy �19�. Therefore, a single equation for the
eat transfer can be obtained by adding Eqs. �3� and �4�. Applying
hese assumptions, the nondimensional heat transfer equation and
he boundary conditions are obtained as

U = �1 + C�
�2�

�Y2 �12�

� = 0 at Y = 0 �13�

��

�Y
= 0 at Y = 1 �14�

In this case, i.e., single layer microchannel, the velocity, pres-
ure and temperature fields can be obtained with some mathemati-
al manipulations as

U = P�Cosh�	 1

Da
Y
 + A Sinh�	 1

Da
Y
 − 1� �15�

P =

Sinh�	 1

Da



2	Da�Cosh�	 1

Da
Y
 − 1� − Sinh�	 1

Da



�16�

� =
P

1 + C
�Da Cosh�	 1

Da
Y
 + A Da Sinh�	 1

Da
Y


−
1

2
Y2 + mY + s �17�

here the constant parameters can be obtained as

A =

1 − Cosh�	 1

Da



Sinh�	 1

Da

 , s = − Da

m = 1 − 	Da Sinh	 1

Da
− A	Da Cosh	 1

Da
�18�

It is seen that for a particular flow regime there are a limited
umber of independent parameters that affect the dimensionless
elocity and temperature fields. The main parameters are Darcy
umber and the effective conductivity ratio. Furthermore, there
re a few constant parameters which make it possible to extend
he solution to the case of multilayer microchannels.

3.2 Multilayer Microchannel Heat Sink. The solution can
e extended to the multilayer heat sink by applying Eqs. �10� and
12� for each layer. It should be noted that different coordinate
ystems should be used for each layer. Therefore, the origin of the
axis is placed in the bottom of each channel. Furthermore, the

eference for nondimensional parameter Y, is the height of a chan-
el, H. Utilizing the approach, the velocity and the pressure fields
re obtained in each layer and can be described as is done in Eqs.
15� and �16�. The energy balance equation in different layers is

he same as Eq. �12� and can be summarized as

232 / Vol. 129, SEPTEMBER 2007
U = �1 + C�
�2�i

�Yi
2 �19�

Solving Eq. �19�, the dimensionless temperature field and its
derivative can be derived as

��i

�Yi
=

P

1 + C
�	Da Sinh�	 1

Da
Yi
 + A	Da Cosh�	 1

Da
Yi


− Yi + mi �20�

�i =
P

1 + C
�Da Cosh�	 1

Da
Yi
 + A Da Sinh�	 1

Da
Yi


−
1

2
Yi

2 + miYi + si �21�

However, the boundary conditions should be modified so that
the new physical domain could be described mathematically. That
is

�i = 0 at Yi = 0 �22�

�i�at Yi = 1� = �i+1 at Yi+1 = 0

��i

�Yi
�at Yi = 1� =

�i+1

�Yi+1
at Yi+1 = 0 �23�

��n

�Yn
= 0 at Yn = 1 �24�

The boundary conditions in Eqs. �22� and �24� stand for the
conditions of constant heat flux in the bottom and the thermal
isolation in the top. Relations �23� are used to describe the conti-
nuity in the temperature field. Applying the boundary conditions
Eqs. �22�–�24� into Eqs. �20� and �21�, a recursive relation be-
tween the constant parameters si and mi can be obtained as

s1 = G1

si − si+1 − mi−1 = G2 1 � i � n

mi − mi+1 = G3 1 � i � n

mn = G4 �25�

where

G1 = − Da

G2 = Da Cosh�	 1

Da

 + A Da Sinh�	 1

Da

 − Da −

1

2

G3 = 1 + A	Da − 	Da Sinh�	 1

Da

 − A	Da Cosh�	 1

Da



G4 = 1 − 	Da Sinh	 1

Da
− A	Da Cosh	 1

Da
�26�

The system of 2n Eqs. �25� can be rewritten in the matrix form
to simplify the solution process, and then the parameters can be
obtained using Gauss technique. It is shown in the following ma-

trix relation
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�
1 0 0 . . . 0 0 0 . . . 0 0

1 1 0 . . . 0 − 1 0 . . . 0 0

0 − 1 1 0 . . . 0 . . . . . . 0 0

] 0 ] � ¯ ¯ ] ] ] ]

0 ¯ 0 − 1 1 0 ¯ 0 − 1 0

0 ¯ ¯ ¯ 0 1 − 1 0 ¯ 0

] ] ] ¯ 0 0 � ¯ ] ]

0 0 ¯ ¯ ¯ ¯ 0 1 − 1 0

0 0 ] ] ¯ ¯ ] 0 1 − 1
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� � �
s1

s2

]

]

sn

m1

m2

]

]

mn

�
= �

G1

G2

G2

]

G2

G3

G3

]

G3

G4

�
mi = G4 + �n − i�G3

si = G1 + G2 + �i − 1�G4 + �i − 1��n −
i

2

G3 �27�

Applying Relations �27� into Relation �21� the dimensionless
emperature field in each layer can be determined.

Thermal Performance Analysis
The entropy generated in a control volume can be obtained

rom Eq. �28�

Ṡgen =
dS

dt
− �

i=0

n
Qi

Ti
− �

in

ṁs + �
out

ṁs �28�

Using thermodynamic relations and assuming that the tempera-
ure difference in the fluid is smaller than the fluid average tem-
erature, Eq. �28� can be simplified for a microchannel as �5�

Ṡgen �
q̇�T

Tf
2 +

ṁ

�Tf
�−

dP

dx

 �29�

Considering Eq. �29�, it is seen that the generated entropy is
ainly due to the heat transfer and the friction effects. Consider-

ng the common relation for the pressure drop in a channel, dP
f�L /Dh��um�2 /2g, where f =const/Re, it is clear that the pressure
rop is proportional to the mean velocity um. The second right-
and term in Eq. �29� is proportional to the pumping power. The
umping power is obtained as

Wp = �P · Q �30�

he volume flow rate, Q, is proportional to the cross section and
he mean velocity. Therefore, in a constant flow rate, increasing
he number of microchannel layers results in decreasing the mean
elocity in each channel that will decrease the pressure drop and
he required pumping power. It will decrease the generated en-
ropy. However, in the case of constant pumping power, which is
n appropriate assumption based on the current limitations in the
umping power in the microscale, the decrease in the entropy

eneration is mainly related to the temperature difference, �T. It

ournal of Heat Transfer
is important to note that decreasing the temperature difference in
the heat sink decreases the generated entropy. This shows the
importance of minimizing the absolute thermal resistance that is
commonly defined as

Rthermal =
�T

q
�31�

where, �T is the difference between the inlet fluid temperature
and the temperature of the bottom of the channel in the outlet. It is
shown in the following sections that increasing the number of
layers of a microchannel heat sink will result in decreasing the
thermal resistance. For the case of microchannel heat sink, the
thermal resistance can be defined as

Rthermal = Rflow + Rsolid �32�

where Rflow is due to the thermal capacity of the fluid and Rsolid is
due to heat transfer through and between the solid walls. There-
fore, the value of these thermal resistances can be determined
based on the system characteristics as

Rflow =
1

ṁcf

�33�

where m=�umA=�wc
2	s�W /wcum; and 	s=H /wc is aspect ratio,

and

Rsolid =
1

hAfs
=

Tw − Tb

qwLW
= −

wc	s�
0

1

U� dY

�1 − ��ksLW
�34�

where Afs is the are between the fluid and the solid.
Here, the absolute thermal resistance is used to introduce the

optimum values for the microchannel heat sinks and to compare
the performance of the single layer and multilayer heat sinks.
Considering the above equations, it is known that three parameters
of aspect ratio, porosity, and channel width affect the thermal
resistance.

5 Numerical Simulation
A numerical simulation is used to verify the above results and

assumptions. The results also show that assuming fully developed
flow in the analytical solution does not result in a significant error.
In this regard, a three-dimensional model of the problem is simu-
lated using numerical methods and considering laminar flow and
constant thermophysical properties. A heat generating area of
1 cm�1 cm for the electronic device with a heat flux of
200 W/cm2 is considered. The cooling media is water at 223.5°C
and the solid body is made of silicon. The symmetric boundary
condition is applied at the sidewalls. The channel dimensions are
365 mm�57 mm similar to the experimental set of Tuckerman
and Pease �1�. The SIMPLEC method is used for numerical solu-
tion and staggered control volumes are used. To interpolate the
convective terms, the QUICK method is used. Figure 3 presents
the temperature field in x planes in the direction of channel length.
Table 1 compares the value of the thermal resistance resulting
from the numerical simulation with the results of the parametric
study. There exists an excellent agreement between the results of
different methods.

6 Results and Discussion
The results show that three parameters of aspect ratio, porosity,

and the channel width affect the thermal resistance of a particular
microchannel heat sink. Figure 4 presents the effect of aspect ratio
on the thermal resistance. It is seen that when the other character-
istics are constant, the thermal resistance decreases with increas-
ing aspect ratio. It is due to increasing both the channel cross
section and the surface between the fluid and solid that decreases

both terms in the thermal resistance relation, i.e., Eq. �32�. There-
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ore, there is no optimum value for the aspect ratio to minimize
he thermal resistance and selecting an aspect ratio depends on the
onstruction limitations.

Figure 5 presents the effect of porosity on the thermal resis-
ance for different values of the aspect ratio. When the porosity
ncreases, the surface between the channel base and the fluid in-
reases; as a result, the heat transfer rate to the fluid increases. At
he same time, the heat transfer in the direction of the channel
eight decreases due to the decreasing surface between the walls
nd the channel base. Therefore, it is seen that there is an opti-
um value for the porosity that minimizes the thermal resistance.
he optimum value changes slightly with the aspect ratio, but for
general case it can be estimated to be about 0.5, as it is men-

ioned in previous research �1�.
The effect of the channel width on the overall thermal resis-

ance is shown in Fig. 6. Increasing the channel width, while the
ther characteristics are constant, increases the channel cross sec-

ig. 3 Temperature field in x planes in the direction of channel
ength

able 1 Results of different methods proposed for the thermal
esistance.

wc Rreported Ranalytical Rnumerical

	s �mm� �°C/W� �°C/W� �°C/W�
.504 5.8 61 0.077�12� 0.072 0.080
.5 5.9 61 0.070�10� 0.071 0.076
.5 6.4 59 0.075�10� 0.069 0.08
Fig. 4 The effect of aspect ratio on the thermal resistance
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tion and therefore the flow rate that according to Eq. �33� de-
creases the first term of Eq. �32�. On the other hand, increasing the
channel width results in the second term of Eq. �32� to increase
according to Eq. �34�. This term estimates the thermal resistance
of the solid section. Therefore, it can be seen that the thermal
resistance decreases with increasing channel width until it reaches
a minimum value and then it increases again. On the other hand,
the optimum value for the channel width increases with increasing
aspect ratio.

6.1 The Effect of Increasing the Number of Layers. Using
multilayer microchannel heat sinks decreases the overall thermal
resistance and therefore the generated entropy.

The effect of increasing the number of layers on the thermal
resistance of a microchannel heat sink in the condition of constant
pressure drop is compared in Fig. 7. The applied assumptions are:
�=885.8 kg/m3, 
 f =0.883�10−6, ks=148 W/m K, wc=71 �m,
	s=6, and �p=0.1 bar.

The reference values are derived applying a different method
�20�; however, it is seen that there is a good agreement between
the predicted values from both methods. The reference results are
derived applying the assumption of fin and plate that has its limi-
tations such as a high amount of calculations. In this method, the
solid walls are assumed as fins and the overall thermal resistance
is determined applying a thermal resistance network analysis. Fig-
ure 7 shows that increasing the number of layers decreases the
thermal resistance effectively. For example, thermal resistance of
the two layer microchannel is about half of the thermal resistance
of the single layer case. Furthermore, it is inferred from Fig. 7 that
the increase in the number of layers above four or five layers is
not as effective. The increase in the number of layers decreases

Fig. 5 The effect of porosity on the thermal resistance
Fig. 6 The effect of channel width on the thermal resistance
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he thermal resistance because it causes the flow rate to increase
nd at the same time increases the thermal resistance of the solid
ection. The effects are balanced in the layers above five.

To account for the present limitations of micropumps it is more
ractical to apply the assumption of constant pumping power.
ost of the current micropumps can be applied in a limited pump-

ng power that confines the choice for the limit of pressure drop
nd flow rate in the microchannels. Figure 8 compares the effect
f increasing the number of layers on the thermal resistance of a
icrochannel heat sink in the condition of constant pumping

ower equal to 0.002 W/cm2. The results predict that the thermal
esistance decreases as the number of layers increases. In this
ondition, the effect of the decrease in the heat transfer coefficient
ccurring due to the decrease in the mean velocity has been com-
ensated for with the effect of the increase in the wetted area.
imilar to Fig. 7 it is shown that the increase in the number of

ayers above four or five is not as effective. This is due to the role
f thermal resistance of the solid section in the overall thermal
esistance.

6.2 The Effect of Solid Properties. The thermal characteris-
ics of the solid and fluid sections affect the overall thermal per-
ormance of the microchannel heat sink. Here, the effect of ther-
al conductivity of the solid material on the effectiveness of

ncreasing the number of layers is compared. The applied materi-
ls are steel �ks=50 W/Km�, silicon �ks=148 W/Km�, copper
ks=400 W/Km�, and diamond �ks=1200 W/Km�.

Figure 9 compares the effect of using the four different solid

ig. 7 Effect of number of layers on thermal performance in
xed pressure drop

ig. 8 Effect of number of layers on thermal performance in

xed pumping power

ournal of Heat Transfer
materials in the condition of constant pumping power. It is shown
that as the thermal conductivity of the solid increases, the effec-
tiveness of applying multilayer channels increases. Therefore, the
decrease in the thermal resistance with increasing number of lay-
ers in the steel microchannel is less than the other materials.

7 Conclusions
A parametric study on the heat transfer and fluid flow in the

microchannel heat sink has been done using the porous medium
assumption. The study has led to the derivation of a novel model
to describe the average dimensionless temperature in the
multilayer microchannel heat sink. The results are used to analyti-
cally describe the overall thermal resistance. The results are com-
pared with the results of other works and the present numerical
results. The effect of increasing the number of layers on the ther-
mal resistance of the microchannel heat sink is studied for the
conditions of constant pressure drop and constant pumping power.
Results show that increasing the number of layers effectively de-
creases the overall thermal resistance. The effectiveness of apply-
ing multilayer microchannels increases by using solid materials
with high thermal conductivity. However, it is shown that increas-
ing the number of layers above four or five is not as effective.

Nomenclature
D � diameter

Da � Darcy number
h � convective heat transfer coefficient
H � channel height
K � permeability
L � length

Nu � Nusselt number
p � pressure
P � dimensionless pressure
q � heat flow
Q � volume flow rate
R � thermal resistance

Re � Reynolds number
t � thickness

T � temperature
u � horizontal velocity
U � dimensionless horizontal velocity
W � width
Y � height

Greek Symbols
	 � aspect ratio
� � porosity

Fig. 9 Effect of solid properties on the thermal resistance of
multilayer microchannel
� � density
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� � dimensionless temperature
� � width

 � kinematic viscosity
� � viscosity
�� � mean value along z axis

ubscripts
b � base
c � channel
f � fluid
h � hydraulic
m � mean
s � solid
t � thermal, local

w � wall
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Forced Convection Heat Transfer
and Hydraulic Losses in Graphitic
Foam
Experiments and computations are presented to quantify the convective heat transfer and
the hydraulic loss that is obtained by forcing water through blocks of graphitic foam
(GF) heated from one side. Experiments have been conducted in a small-scale water
tunnel instrumented to measure the pressure drop and the temperature rise of water
passing through the foam and the base temperature and heat flux into the foam block. The
experimental data were then used to calibrate a thermal non-equilibrium finite-volume
model to facilitate comparisons between GF and aluminum foam. Comparisons of the
pressure drop indicate that both normal and compressed aluminum foams are signifi-
cantly more permeable than GF. Results of the heat transfer indicate that the maximum
possible heat dissipation from a given surface is reached using very thin layers of alu-
minum foam due to the inability of the foam to entrain heat into its internal structure. In
contrast, graphitic foam is able to entrain heat deep into the foam structure due to its
high extended surface efficiency and thus much more heat can be transferred from a given
surface area. The higher extended surface efficiency is mainly due to the combination of
moderate porosity and higher solid-phase conductivity. �DOI: 10.1115/1.2739621�

Keywords: graphitic foam, forced convection, thermal non-equilibrium, thermal
dispersion
Introduction
Porous materials have been studied in the past to understand

heir application in convective heat transfer. In general, porous
aterials include packed particle beds wherein the solid phase is

iscontinuous, sintered-particle porous materials in which the
olid phase is continuous but the voids are small and often not
nterconnected, and porous materials that are produced by casting
r foaming. Cast or foamed materials, such as aluminum, copper,
nd carbon, typically have an open, interconnected void structure
hat enables fluid exposure to internal surface area and thus the
otential for significant convective heat transfer. Thus, such ma-
erials have the potential for application in energy exchange and
lectronics cooling.

Graphitic foam �hereafter referred to as GF� is produced by a
rocess of foaming, carbonization, and subsequent graphitization
f a carbon-based precursor material �1�. GF has a high effective
stagnant� conductivity �40–160 �W/m K�� �2� due to the high
onductivity of the graphite material �800–1900 �W/m K�� and
oderate porosity1 �75–90%�. In comparison, aluminum foams

ave effective conductivities of 2–26 �W/m K�, resulting from
aterial conductivities in the range of 140–237 W/m K �for vari-

us aluminum alloys� �3� and high porosity �90–96%�. The com-
ination of high solid-phase conductivity and moderate porosity
nables GF to entrain heat deep into the solid structure of the
oam to be swept away by passing fluid. Another significant ad-
antage of GF over aluminum or other reticulated metal foams is
he high internal surface area that results from the foaming pro-
ess. The internal surface area, which can be as high as
,000–50,000 m2/m3, serves to reduce the convective resistance
hereby fostering energy exchange at the pore level. It is this com-
ination of high material conductivity, moderate porosity, and

1Porosity is defined in units of percent as the void fraction of the porous material.
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eived December 1, 2006. Review conducted by Jose L. Lage.

ournal of Heat Transfer Copyright © 20
high internal surface area that makes GF attractive as a heat trans-
fer material for both single and multiphase applications.

While literature is available quantifying the pressure losses and
convective heat transfer in open cell metal foams, there is rela-
tively little information available on the characterization of GF.
Concerning metal foams, Antohe et al. �4�, Paek et al. �3�, and
Boomsma and Poulikakos �5� all reported on the hydraulic losses
of normal and compressed aluminum foams and provided infor-
mation quantifying the permeability and form drag coefficients for
foams of different porosity so that pressure losses could be char-
acterized using the classical Darcy-Forchheimer law. Calmidi and
Mahajan �6� studied forced �air� convection in high porosity alu-
minum foams using experiments and computational fluid dynam-
ics. In their experiments, large �196 mm�63 mm�45 mm thick�
aluminum foam blocks of various porosities were inserted into a
channel and heated from one side while air was forced through the
internal structure of the foam. Since the effective conductivity was
relatively low �maximum 7.4 W/m K�, the extended-surface effi-
ciency of the blocks was very low and convective heat transfer
only occurred in a thin layer of foam adjacent to the heater.
Boomsma et al. �7� studied the effect of foam-compression on the
flow and heat transfer characteristics of aluminum foams. Com-
pression of the foam increased the internal area to volume ratio of
the foam and was an attempt to reduce the internal convective
resistance and thereby reduce the volume of foam required to
remove a given amount of energy. In this case, 40 mm�40 mm
�2 mm thick blocks of foam were heated from one side while
water was forced through the foam structure. Compression of the
foam was shown to increase the heat transfer effectiveness by up
to a factor of 2, however, with an associated increase in the pres-
sure drop.

Gallego and Klett �2� provided some of the first data on the
pressure drop and heat transfer for GF. Their study provided esti-
mates of the influence of configuration on the heat transfer and
pressure drop, but not enough detail was provided to assess the

influence of porosity, pore diameter, and Reynolds number. To

SEPTEMBER 2007, Vol. 129 / 123707 by ASME
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acilitate the development of heat transfer and hydraulic models
or GF, Yu et al. �8� proposed a sphere-centered unit-cube geom-
try model to characterize the internal structure of a spherical
oid-phase porous material. Their model provides expressions for
he internal and external surface areas, and the effective conduc-
ivity as a function of the porosity and the average void diameter,
nd can be used in combination with heat transfer data to obtain
stimates of the internal convective heat transfer in GF. The model
eveloped by Yu et al. �8� is utilized in combination with experi-
ental data in the present work to quantify the convective heat

ransfer and pressure drop obtained by forcing a fluid through the
nternal structure of GF. The data are then used to calibrate a
umerical model to facilitate comparisons between GF and alumi-
um foams.

Comparisons of the thermal and hydraulic performance are
ost efficiently done computationally since it is not practical to

btain measurements for all of the different variations of available
oams. Furthermore, details of the energy transfer inside the po-
ous metals must be explored computationally, since it is not pos-
ible to measure temperature variations inside foam blocks. En-
rgy transfer in porous materials is typically studied by invoking
he assumption of local thermal equilibrium between the solid and
uid phases, however, for porous metals and GF, this assumption

s not valid due to the large difference between the solid and fluid
hase thermal conductivities. To this end, Calmidi and Mahajan
6� used a thermal non-equilibrium model to carry out calculations
f forced convection in uncompressed aluminum foams. In their
tudy, models for interstitial convective exchange and thermal dis-
ersion were proposed and then used to simulate the heat transfer
or several different samples of aluminum foam. Betchen et al. �9�
eveloped a complete three-dimensional conjugate heat transfer
ode for studying fluid/porous/solid domains, which also incorpo-
ates a thermal non-equilibrium model inside the porous domain.
he models for interstitial exchange and thermal dispersion pro-
osed by Calmidi and Mahajan �6� were implemented in the code
nd simulations of uncompressed aluminum foam confirmed the
alidity of the code and the accuracy of the models.

The purpose of the present work is to provide information
uantifying the heat transfer and pressure drop observed when
assing fluid through the internal structure of GF and to compare
hese results to similar results for aluminum foam. Experiments
re described that establish the hydraulic losses and convective
eat transfer obtained by passing water through heated GF blocks
f different porosity and pore diameter. The results are used to
alibrate the thermal non-equilibrium finite-volume code for con-
ugate heat transfer developed by Betchen et al. �9�. The compu-
ational model is then used to make detailed comparisons between
he thermal and hydrodynamic performance of GF and aluminum
oams. The remaining sections describe the GF specimens used in
he experiments, theory, and the results of the experimental and
omputational studies.

The Carbon Foam Specimens
Four different GF specimens have been considered in the

resent experiments. The geometric properties and effective ther-

able 1 Summary of properties for the carbon foam speci-
ens tested

pecimen
Porosity,

%

Average
void dia.,

�m

Standard
deviation

of void dia.,
�m

�,
m2/m3

keff,
W/m K

19-3 86 350 105 6850 72
19-3-3 88 400 138 5640 61
18-3 88 400 121 5640 61
OCO™ 82 500 193 5240 120
al conductivities of the specimens are summarized in Table 1.

238 / Vol. 129, SEPTEMBER 2007
The porosity of the specimens was obtained using the ratio of the
specimen density and the solid ligament density and is expressed
in Table 1 in terms of void fraction �in percent�. The average pore
diameter of the foam specimens was obtained by analysis of scan-
ning electron microscope �SEM� images of the foam specimens
given in Fig. 1. The standard deviation of the pore diameter is
included in Table 1 to give an indication of the range of pore sizes
present in a given specimen. Estimates of the internal surface area
and effective conductivity were obtained using the expressions
developed by Yu et al. �8�.

The images in Fig. 1 indicate that there are significant differ-
ences between the foams in terms of the size of the cell windows
connecting the pores. The cell windows provide the interconnec-
tivity between the voids and thus afford access to the internal
surface area of the foam. From the point of view of heat transfer,
it is best to have small cell windows to maximize the internal
surface area available for convection. However, from the point of
view of flow into the foam, small cell windows will lead to much
higher pressure drops due to the hydrodynamic loss associated
with the severe contraction/expansion. Something the SEM im-
ages in Fig. 1 do not show, because of the high magnification, is
the porosity gradient that can occur in the foaming process. The
gradient is due to gravity, is typically only in the foaming �verti-
cal� direction, and can account for porosity differences as high as
12% across a 25.4 mm thick specimen. The images in Fig. 1 also
show some random lateral non-uniformity, which is most pro-
nounced in the 219-3 foam. For the present experiments, test
specimens were machined such that the �gravity� gradient was
aligned with the vertical coordinate of the channel �normal to the
flow direction� with the denser side of the foam specimen always
placed adjacent to the heating element. Foam specimens were cut
such that the nominal plan dimensions were 50.8 mm�50.8 mm
and the nominal thickness was 6 mm, to minimize porosity gra-
dient effects while ensuring a suitable number of pores across the
channel. Approximately 0.2 mm was added to each nominal di-
mension �except for the length in the flow direction� so that the
specimens could be pressed into the test rig to ensure a good
thermal contact and to avoid fluid bypass. Unpublished tests on
the contact resistance between graphite foam and aluminum or
copper substrates showed two things: first that contact pressure
was as good as any bonding material or thermal epoxy for mini-
mizing contact resistance, and second that the contact resistance
did not vary strongly with contact pressure once a small deforma-

Fig. 1 Scanning electron microscope images of the graphitic
foam specimens tested
tion of the graphite was observed. Since the foam specimens were

Transactions of the ASME
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ressed into the test section, no mechanical bonding was used
etween the heating element and the foam block.

The Experiments

3.1 Experimental Setup. Experiments were conducted using
small-scale test rig to measure the pressure drop and heat trans-

er obtained by passing water through blocks of GF. The test
etup, shown in Fig. 2, consists of a channel with a water inlet and
utlet, a heating element, and instrumentation to measure the flow
ate, fluid pressure drop, heat input, and temperature across the
oam specimen �from position 1 to 2�, and the base temperature of
he heating element. The flow channel was 50.8 mm wide by

mm high and was machined to an accuracy of ±0.08 mm. Foam
pecimens, described in the previous section, were pressed into
he test section of the channel. After assembly, the upper
0.8 mm�50.8 mm surface of the foam was pressed firmly
gainst a heating element and the lower surface was adjacent to a
henolic composite �garolite� to minimize heat loss. The lateral
dges of the channel were also insulated to avoid heat loss. In this
onfiguration, the foam specimens represent 50.8 mm�50.8 mm
ross-section extended surfaces �of 6 mm height� heated from one
ide.

The heating element consisted of two cartridge heaters inserted
nto a 50.8 mm�50.8 mm copper block that was pressed firmly
gainst the foam specimens during the experiments. The electrical
ower input to the heating element was monitored using a volt-
eter and a clamp-on ammeter. The power input was adjusted

sing a variac.
The water flow rate was measured using a Yokogawa, Model

M102AG magnetic flow meter that was located upstream of the
hannel inlet. The flow meter was calibrated prior to the experi-
ents and was deemed to be accurate to within ±1% over the

ange of flow rates considered. The pressure difference across the
F specimen was measured using a differential pressure trans-
ucer. Pressure probes were inserted into the channel 50.8 mm
pstream of the GF specimen and 50.8 mm downstream of the
pecimen beyond the rapid mixing region just past the outlet of
he foam. Because of the large pressure differences across the GF,
rrors associated with the positioning of the pressure probes in the
hannel were considered negligible. The pressure differences were
easured to within ±1.5% over the range considered.
The base plate temperature was measured using six type-T ther-
ocouples, which were pressed into holes that were drilled to
ithin 1 mm of the copper-foam interface. The holes were drilled

o achieve an interference fit and were filled with conductive paste
rior to inserting the thermocouples to ensure a good thermal
ontact between the thermocouple and the base plate. The water
nlet and outlet temperatures were monitored using type-T ther-

ocouples which were placed 300 mm up- and downstream of the
est section. The inlet temperature varied slightly from test to test,
ut was approximately 18°C. Properties of the water were ob-
ained at the average of the inlet and outlet bulk temperatures

ig. 2 Schematic of experimental setup showing the position
nd orientation of the graphitic foam, the fluid inlet and outlet,
nd the heat input
sing tabulated data from Incropera and Dewitt �10�. The thermo-

ournal of Heat Transfer
couples used had an error of ±1°C.
An estimate of the experimental error can be made based on the

uncertainties of the individual measured quantities. Estimates of
the uncertainty of the derived quantities are discussed in the next
section and presented in conjunction with the processed data.

For each GF specimen, tests were initially run without heating
to establish the pressure drop as a function of flow for ambient
�cold� conditions. The tests were then repeated for several power
densities to establish the heat transfer under different flow and
heating conditions. For each flow/heating condition considered,
the fluid pressure drop and the temperatures of the fluid outlet,
inlet, and the heater base were carefully monitored to ensure that
steady state was achieved before any measurements were
recorded.

The maximum flow condition was established on the basis of
the maximum pressure drop that the water pumping system could
support. The more closed foams generated high pressure drops at
relatively low flow conditions, while the open foams could be run
at higher flow conditions without reaching the maximum pressure.
The maximum heating condition was established on the basis of
the power input supplied to the cartridge heaters at the maximum
temperature that could be tolerated by the test apparatus
��100°C�.

3.2 Processing of Experimental Results. Pressure data from
the experiments was used to derive permeability and form drag
coefficients used in the classical Darcy-Forchheimer law for po-
rous media:

�P

L
=

�

K
U +

cf

�K
�U2 �1�

Here, �P is the pressure drop across the foam specimen, L is the
length of the specimen in the flow direction �50.8 mm in the
present work�, U is the filter �clear channel� velocity, and K and cf
are the permeability and Forchheimer �form drag� coefficient, re-
spectively. The permeability and form drag coefficient are evalu-
ated simultaneously for a given GF specimen by considering the
whole Re range at the tested conditions. The coefficients were
obtained using the least-squares method described by Antohe et al.
�4�. Uncertainties in the estimation of K and cf were also calcu-
lated using the method described by Antohe et al. �4� and are
included in forthcoming tabulated data.

The heat transfer results are cast in terms of a Nusselt number
that incorporates geometric and thermal properties of the GF. Care
is taken here to ensure that the Nusselt number is not cast in a
manner that is dependent upon the physical dimensions of the
specimen tested, as is the case in previous work. On the assump-
tion that the temperature at a given distance away from the base
plate is approximately uniform, fluid temperature increases can be
approximated using the log-mean temperature difference, and the
Nusselt number can be defined as �Straatman et al. �11��

Nu =
hsfD

kfa
=

q

Aeff�TLM

De

kfa
�2�

where hsf is the pore-level heat transfer coefficient, De is the
equivalent particle diameter, kfa is the thermal conductivity of the
fluid evaluated at the average fluid temperature, Aeff is the effec-
tive surface area, �TLM is the log-mean temperature difference,
�TLM= ��Tout−�Tin� / ln��Tout /�Tin�, where reference is taken to
the base temperature of the foam, and q is the heat transfer ob-
tained from an energy balance on the water �and from the power
input to the heater�. For processing purposes, cases where a dif-
ference of more than 10% between electrical power input and the
enthalpy rise of the fluid were discarded. In most cases the differ-
ence between the electrical input to the heater and the enthalpy
rise was less than 5%, indicating that losses from the system were
small. The equivalent particle diameter De is the solid particle
diameter that preserves the interior surface area of a single spheri-

cal void and is obtained as �Yu �8��
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De =
6�1 − ��

�
�3�

e is chosen as the length scale for the present study because it
haracterizes the internal structure of the GF. The effective surface
rea is obtained as

Aeff = �Af + Abf �4�

here Af is the interior wall surface area of the foam specimen
btained from Af =�V, where � is the area factor �Yu �8�� and V is
he volume of the specimen. The area Abf is the bare surface area
f the heater that is not covered by the porous foam and is ob-
ained from Abf =�Ab, where the base area is simply Ab=50.8

50.8=2580.64 mm2. As such, Af +Abf is the total surface area
vailable for energy exchange. The equivalent micro-fin efficiency
is applied to the interior wall surface area and is used to account

or the temperature variation inside the foam. The equivalent
icro-fin efficiency of the foam is obtained using �Taylor �12��

� f =

tanh��2hsf

ksft
H�

�2hsf

ksft
H

�5�

here ksf is the thermal conductivity of the solid phase of the GF
valuated at the film temperature and t is the thickness of the
quivalent micro-fin determined by

t =
�1 − ��

�
�12K

�
�6�

he Taylor model preserves the solid volume fraction of the po-
ous media and determines the fin thickness and number by pre-
erving the hydraulic resistance based on the permeability of the
orous media. As such, a connection exists between the thermal
nd hydraulic resistance due to their interdependence on internal
urface area.

Using the equivalent particle diameter, effective surface area,
nd the log-mean temperature difference to formulate the Nusselt
umber ensures that the values obtained are not dependent upon
he dimensions of the specimen considered and are thus constant
or a given foam structure and Reynolds/Prandtl number �Straat-
an et al. �11��, as should be expected. The forthcoming section

n computational modeling confirms this statement by comparing
uDe computed using Eq. �2� for foams of different thicknesses.

Experimental Results
Results for the pressure drop as a function of U are shown in

ig. 3 for the GF specimens described in Table 1. The measured
esults of pressure drop are shown as symbols while the curves
ave been generated using Eq. �1� with the permeability and form
rag coefficients derived and shown in Table 2. It is clear from
able 2 and Fig. 3 that the permeability and thus the pressure drop
re very different for the four specimens tested, with the 219-3
oam having the highest fluid pressure drop and POCO™ having
he lowest. The large differences in pressure drop between the
oam specimens can only be reconciled by considering the prop-
rties in Table 1 and the images in Fig. 1. Consider, for example,
he difference between the 219-3 and POCO™ foams. The poros-
ty of the 219-3 is higher, which might otherwise indicate a lower
ressure drop, but the void diameter of 219-3 is smaller and con-
equently the internal area is larger, thereby increasing the internal
esistance to fluid flow. However, the 20% increase in internal
urface area does not alone account for the more-than-twofold
ncrease in pressure drop. From Fig. 1, it is also clear that the cell
indows in the 219-3 foam are, on average, considerably smaller

han those in the POCO™ foam, and thus there is a much higher

ydraulic loss in the 219-3 foam due to the sudden contraction/

240 / Vol. 129, SEPTEMBER 2007
expansion of fluid through the pore windows. A similar argument
can be formed to describe the differences in pressure drop be-
tween the 219-3-3 and 218-3 foams.

Since the high pressure losses observed for the GF specimens
considered are due mainly to the large hydraulic loss associated
with the cell windows that link the spherical voids, it is of interest
to modify the foaming process for GF to provide larger and
smoother cell windows to decrease cf and thereby decrease the
pressure drop across the foam at the expense of reduced internal
surface area. Note that the estimates of internal surface area in
Table 1 are derived from the unit-cube geometry model and thus,
variations in the area due to cell window size are not accounted
for.

The Nusselt number is plotted in Fig. 4 as a function of the
Reynolds number, i.e., ReDe=�UDe /�, where � and � are the
density and dynamic viscosity, respectively, of the water. The fig-
ure indicates that for most conditions, the 219-3-3 and POCO™

foams have the highest internal heat transfer followed by 219-3
and 218-3. The differences between the specimens can be recon-
ciled by considering the different geometric parameters and effec-
tive conductivities summarized in Table 1, and by considering the
images in Fig. 1. The largest difference in heat transfer occurs
between the 219-3 and 219-3-3 foams. On the basis of internal
surface area and effective conductivity, the 219-3 foam might be
expected to give the highest heat transfer for a given flow rate,
however, an examination of images in Figs. 1�a� and 1�b� suggests
that the difference is likely due to differences in the available
internal surface area. Plot �a� shows a scattering of large pores
surrounded by many smaller pores that appear to be non-
interconnected �isolated or dead-end�. Plot �b� shows a more uni-
form distribution of large pores and fewer isolated or dead-end

Fig. 3 Plot showing the pressure drop as a function of the
filter velocity for the GF specimens considered. The symbols
are measured data and the curves are generated from Eq. „1…
using the values of permeability and form drag summarized in
Table 2.

Table 2 Summary of permeability and Forchheimer coeffi-
cients for the carbon foam specimens tested

Specimen

Permeability
K,
m2

Uncertainty
of K,
±%

Forchheimer
coefficient

cf

Uncertainty
of cf,
±%

219-3 2.41�10−10 8.0 0.7444 6.6
219-3-3 3.47�10−10 9.4 0.7932 6.5
218-3 4.46�10−10 7.9 0.4548 5.7
POCO™ 6.13�10−10 7.5 0.4457 8.4
Transactions of the ASME
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ores. Thus, even though the unit-cube approximation for � sug-
ests that 219-3 has a larger internal area, Fig. 1 shows that the
19-3-3 foam has more internal area available for convective ex-
hange, and thus a higher heat transfer, as reflected in Fig. 4.

hile the difference in effective conductivity between the 219-3
nd 219-3-3 foams would serve to maintain a higher temperature
ifference inside the 219-3 foam, the difference is evidently not
arge enough to offset the difference in available surface area.

Considering the 219-3-3 and POCO™ foams, differences in the
eometric and thermal properties are substantial, while the differ-
nce in heat transfer is not. Comparing the SEM images, it is clear
hat the 219-3-3 foam has more available internal surface area: the
19-3-3 foam contains mainly large pores with small cell win-
ows and the POCO™ foam has relatively uniform large pores
ith larger cell windows. Thus, the difference in internal surface

rea given in Table 1 is reasonable. In this case, the higher thermal
onductivity of the POCO™ foam is enough to offset the differ-
nce in internal area and the foams have a similar thermal perfor-
ance. Because of the higher effective conductivity, the POCO™

oam would yield a higher performance for thicker specimens
wing to the higher equivalent micro-fin efficiency.

Of the specimens tested, the POCO™ foam offers the best com-
ination of hydrodynamic and thermal performance and is consid-
red as the GF benchmark in the forthcoming section on compu-
ational modeling where GF is compared to aluminum foam.

Computational Modeling
To facilitate comparisons between the GF considered herein

nd aluminum foam, simulations have been carried out using the
hree-dimensional finite-volume code developed by Betchen et al.
9�. In this formulation, the volume averaged continuity equation
s expressed in the form

� f�� · 	u
� = 0 �7�

here � f is the fluid density, u is the velocity vector and 	
 indi-
ates an extrinsically averaged quantity; i.e., the average is taken
ver a representative volume containing both fluid and solid con-
tituents. The extrinsic form of the momentum equation in the
orous region is given by

� f

�	u

�t

+
� f

�
� · �	u
	u
� = − ��	P
 f + � f�

2	u
 −
�� f

K
	u


−
�� fcf

�K
�	u
�	u
 �8�

ig. 4 Plot showing the Nusselt number as a function of Rey-
olds number based on De and Aeff for the four GF specimens

ested experimentally
here � is the porosity, which is defined as �=Vf /V �volume

ournal of Heat Transfer
occupied by fluid/total volume�, and � f is the dynamic viscosity
of the fluid. The second term on the right hand side of Eq. �8�
represents the macroscopic viscous effects, and is historically re-
ferred to as the Brinkman term. While the Brinkman viscosity
might be expected to be larger than the fluid viscosity to account
for momentum dispersion, determination of this value remains an
open problem and thus, the fluid viscosity is used herein to ac-
count for viscous effects. Previous work �see �6� and �9�� has
shown this to be a suitable assumption. The third and fourth terms
are the familiar Darcy and Forchheimer terms that describe, re-
spectively, the viscous and form drag interaction between the fluid
and solid constituents that is lost in volume averaging the velocity
field. In these terms, the permeability K and the drag coefficient
cf, are required as inputs to characterize the porous region.

Because of the large differences in solid phase conductivity
between the solid and fluid constituents, the heat transfer problem
in the porous region is treated under the assumption of local ther-
mal non-equilibrium; i.e., we do not assume that 	Tf
 f = 	Ts
s

= 	T
 at a given point. This gives rise to extrinsic volume averaged
energy equations of the form

� fcp,f��
�	Tf
 f

�t
+ � · �	u
	Tf
 f� = kfe�

2	Tf
 f + hiAsf�	Ts
s − 	Tf
 f�

�9�

�1 − ���scs

�	Ts
s

�t
= kse�

2	Ts
s − hiAsf�	Ts
s − 	Tf
 f� �10�

for the fluid �f� and solid �s� constituents, respectively. Here, T is
the temperature and kfe is the conductivity, which includes both
molecular diffusion and thermal dispersion components. The heat
exchange between the fluid and solid constituents is modeled us-
ing an interstitial convective exchange model �last term in Eqs. �9�
and �10��. It is important to note that interstitial exchange is not
equivalent to bulk convective heat transfer unless thermal disper-
sion is negligible, and this is not the case herein. Thermal disper-
sion arises in the fluid energy equation as a result of volume
averaging and accounts essentially for transport effects due to
fluctuations in the temperature field about the volume-averaged
temperature. In essence, thermal dispersion distributes energy
within the porous continuum, such that higher temperature differ-
ences and thus higher interstitial exchange occurs. Thermal dis-
persion is modeled as an enhancement to the molecular conduc-
tivity of the fluid and can thereby contribute significantly to the
bulk convective heat transfer of a porous media. Thermal disper-
sion is modeled herein using the expression developed by Calmidi
and Mahajan �6�. Since thermal dispersion is a hydrodynamic ef-
fect that can be affected by the internal structure of a porous
material, the validity of the Calmidi and Mahajan �6� model for
GF is discussed in terms of the present results. The interstitial
convective exchange coefficient hi is obtained locally from an
expression of the form

NuL =
hiL

kf
= C Rem Prn, �11�

which can be calibrated using experimental results to give the
correct overall heat transfer for any type of porous media. In Eq.
�11�, L is simply the length scale used for the definition of the
Nusselt number. For simulations of aluminum foam, the expres-
sion for internal surface area and the parameters C, m, and n were
obtained from Calmidi and Mahajan �6� and are listed in Table 3;
the length scale used was the ligament diameter. For simulations
of GF, the internal surface area was obtained using A=�V �Yu et
al. �8��, where V is the volume of the cell, and the parameters C,
m, and n were obtained by calibration with the results for POCO™

foam �described below�. In this case the length scale used was the
equivalent particle diameter De. Darcy and Forchheimer coeffi-

cients for aluminum foam were obtained from Boomsma et al. �7�

SEPTEMBER 2007, Vol. 129 / 1241
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nd for GF from Table 2. Readers are directed to Betchen et al. �9�
or a detailed description of the discretization procedure used.

Computations were carried out for the domain shown in Fig. 5.
conjugate domain that included upstream and downstream sec-

ions was also considered, but differences in overall heat transfer
ere less than 2% and changes in pressure drop were less than 1%
etween the foam-only and conjugate domains, with differences
oncentrated to a very short �less than 1 mm� region adjacent to
he inlet of the foam. Thus, the computational domain was 50.8

6 mm in cross section and 50.8 mm long, the exact dimensions
f the GF specimens tested experimentally. A uniform velocity
rofile combined with a pressure extrapolation was imposed at the
nlet boundary, while a pressure value and zero-velocity gradients
ere imposed on the outlet plane. The lateral and lower walls of

he channel were considered to be no-slip, impenetrable, and adia-
atic. The upper wall was also no-slip and impenetrable, with the
ddition of a constant temperature condition. Calculations were
onducted on grids of 20�20�20 and 30�30�30 non-uniform
rids to ensure that the results were independent of grid density. In
oth cases, volumes were concentrated towards the solid bound-
ries where velocity and temperature gradients were expected to
e highest. The reported results are grid independent to within
.5% for both heat transfer and pressure drop.

The first step in the computational modeling was calibration of
he computational model for POCO™ foam. While the values of K
nd cf were simply obtained from Table 2, calibration of the in-
erstitial exchange model was done by systematically adjusting C
nd m �Pr0.33 was set since only one Pr was tested� and running
he model over the full range of ReDe considered until the differ-
nce between the predicted overall heat transfer and the measured
eat transfer was minimized. For each case computed in the cali-
ration step, the flow rate, the temperature difference between the
eated base of the foam and the fluid inlet, and the overall heat
ransfer were obtained from experiments on POCO™ foam. Figure
compares the computed and measured results obtained using the

alibrated values of C, m, and n listed in the second row of Table
. The results shown in Fig. 6 are for the pore-level Nusselt num-
er described in Eq. �2� and obtained using the approach de-
cribed in Sec. 3.1. The fact that there is excellent agreement
etween the computed and experimental results does not alone
onfirm that the interstitial exchange and thermal dispersion mod-
ls are accurate. To validate that the interstitial convection and
ugmentation due to thermal dispersion in the computational fluid

able 3 Parameters for the interstitial exchange model for alu-
inum foam and GF

ource Material C m n

almidi and Mahajan �6� Aluminum foam 0.520 0.50 0.37
resent experiments GF 0.018 0.27 0.33

ig. 5 Schematic of computational domain for porous plug

omputations
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dynamics model are correct, a second test case was run in which
the thickness of the foam was doubled to 12 mm �the grid for this
test case was also doubled to maintain the density of the original
case�. For this set of simulations, the bulk velocity and the tem-
perature difference of the original test cases were maintained so
that differences between the results could be related solely to the
increase in foam thickness. Results for the 12 mm thick GF block
are also shown in Fig. 6 and are observed to be essentially the
same as the results for the 6 mm thick block over the full range of
ReDe considered �at the highest ReDe considered, the difference in
NuDe is less than 3.7%�. That the results for NuDe are essentially
the same independent of the block thickness considered confirms
that the interstitial exchange and thermal dispersion are approxi-
mately correct for the GF simulations. To explain, if the local
thermal dispersion conductivity was too large, the temperature
difference between the solid and fluid phases would be artificially
too large, resulting in high heat transfer rates near the heated wall,
but an artificially poor distribution of heat away from the wall.
Because of the poor use of internal area, this would result in a
lower overall heat transfer and ultimately an overall Nusselt num-
ber that is too low. The opposite would be true if the thermal
dispersion model produced values of kef that were too low. Since
the Nusselt number based on the overall heat transfer is predicted
to be essentially the same independent of the foam thickness, it is
reasonable to assume that the temperature distributions of the fluid
and solid phases inside the foam and the models for interstitial
exchange and thermal dispersion are also approximately correct.

The calibrated model is now used to explore differences be-
tween POCO™ foam and the aluminum foams considered by
Calmidi and Mahajan �6� and by Boomsma et al. �7�. Figures 7
and 8 show the pressure drop and heat transfer as a function of
filter �clear channel� velocity for POCO™ foam and for an uncom-
pressed aluminum T-6201 foam with a porosity of 90% and effec-
tive conductivity 7.19 W/m K, as reported in Calmidi and
Mahajan. The plots are shown in terms of the filter velocity in-
stead of ReDe to make the differences at a given flow condition
more clear. Even though the Reynolds and Nusselt numbers
�based on De� give the most compact characterization of the ma-
terial, differences between the internal structures of GF and alu-
minum foam yield very different ranges of values, which make
direct comparisons difficult. For the comparisons shown in Figs. 7
and 8, the foam blocks were simulated for the same heating con-
dition �set using a specified base and inlet temperature� over a
range of bulk velocities to expose differences between the hydrau-
lic and thermal characteristics of the materials. On the basis of

Fig. 6 A comparison of the computed and measured results
for Nusselt number as a function of Reynolds number for cali-
bration of the computational model
Fig. 7, it is clear that the aluminum foam has a considerably lower
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ressure drop than GF over the entire range tested. This is largely
ue to differences between the porosities and internal structures of
he aluminum foam and GF: the aluminum foam has a high po-
osity and is comprised of thin fused strands and large open cell
indows, but relatively little internal surface area. The GF has a
oderate porosity and is comprised of spherical voids and

mall�er� cell windows, but with a lower porosity and much larger
nternal surface area.

Figure 8 shows the heat transfer for 6 mm thick and 12 mm
hick blocks of POCO™ and Al T-6201 foams computed using the
ame bulk velocity and heating conditions. At a 6 mm thickness,
he Al T-6201 foam has a higher heat transfer across the full range
f conditions considered. However, when the thickness of the Al
-6201 foam is doubled, no increases in heat transfer are realized
t any flow rate. In contrast, doubling the thickness of the POCO™

oam leads to increases in heat transfer from 85% at low velocity
o 50% at high velocity. These observations can be explained by
onsidering the balance between heat conduction �or entrainment�
nto the foam and the convective exchange between the foam and
he fluid. For aluminum foam, the entrainment into the foam is
imited by the solid-phase conductivity of the aluminum material
nd by the small amount of material available for conduction.
owever, the convective heat transfer coefficient for aluminum

and other reticulated foams� is quite high due to the pore-level
igament structure. Thus, even though heat is only entrained a
mall distance into the foam, the convective resistance is quite

ig. 7 Plot of the pressure drop as a function of the filter ve-
ocity for POCO™ foam and for Al T6201 foam

ig. 8 Plot of the heat transfer as a function of filter velocity
™
or POCO foam and for Al T6201 foam

ournal of Heat Transfer
small resulting in reasonably good heat transfer. The fact that
doubling the thickness results in no increases in heat transfer con-
firms that heat is not entrained deeply into the foam and that the
maximum possible heat transfer for a given base surface area is
achieved using a very thin layer of aluminum foam. For POCO™

foam, the pore-level convective heat transfer coefficient is consid-
erably smaller than that for aluminum foam, but the lower poros-
ity and much higher conductivity serve to entrain heat much
deeper into the foam, thereby making use of much more available
surface area. At 6 mm thick, POCO™ foam removes less heat than
Al T-6201 foam, but at 12 mm, the heat transfer has increased
above that of aluminum foam, without yet reaching its maximum
possible heat dissipation.

To further elucidate on the differences between the internal heat
transfer in aluminum foam and GF, Fig. 9 shows plots of the
thermal non-equilibrium on the lateral center-plane of the POCO™

and aluminum foams at low �a� and high �b� bulk velocities. The
local thermal non-equilibrium is defined as: �Ts−Tf� / �Tb−To�
�100, where Tb−To is the difference between the temperature of
the heater base and the inlet fluid and represents the maximum
temperature difference in the system. As such, the contour values
in Fig. 9 represent the fraction of the maximum temperature dif-
ference in percent. The plots show that for both low and high
velocity, there is a substantial temperature difference throughout
the POCO™ foam, and thus a very well distributed heat transfer
potential. For the uncompressed aluminum foam, significant tem-
perature differences only occur near the heated surface, which
indicates that heat transfer is restricted to a very thin layer of foam
even under low flow conditions. The plots for the aluminum foam
suggest that the foam could be made even thinner without signifi-
cantly degrading the net heat transfer.

Comparisons are also made to the compressed aluminum speci-
mens considered by Boomsma et al. �7� by conducting simulations
of 40�40�2 mm thick blocks of POCO™ foam and processing
the predicted pressure drops and Nusselt numbers as done in �7�.
Comparisons are done in this manner because no expressions for
interstitial exchange exist to facilitate computational modeling of
compressed aluminum foams. Figure 10 compares the pressure
drop of POCO™ with that of three different compressed aluminum
foams: 92-02, 92-03, and 92-06, where the −0X indicates the com-

Fig. 9 Local thermal non-equilibrium distributions on the x-z
center plane for „a… U=0.0015 m/s, and „b… U=0.1500 m/s. The
local thermal non-equilibrium is defined as: „Ts−Tf… / „Tb−To…

Ã100.
pression ratio based on the volume. Figure 10 makes it clear that
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ompression decreases the permeability of the foam and increases
he Forchheimer coefficient cf, but the pressure drop is still sig-
ificantly lower than that of POCO™ over the same range of bulk
elocities, again owing to the large hydraulic loss associated with
he contraction/expansion of fluid through the cell windows. Fig-
re 11 shows the Nusselt number based upon the heated area and
he temperature difference between the heated base and the fluid
nlet. The heat transfer for the compressed aluminum samples is
een to approach that of POCO™ foam for high compression ra-
ios. It is expected that under compression, the local convective
eat transfer coefficient decreases, but this is offset by the increase
n available internal surface area, thereby yielding a lower net
hermal resistance. On the basis of Figs. 10 and 11, it appears that
he highly compressed aluminum offers an equivalent heat trans-
er for a significantly lower pressure drop, but it is important to
ote that this will only be the case for very thin layers of foam. As
hown in the comparison with uncompressed aluminum foams, if
he thickness of the samples was doubled or tripled, the POCO™

oam would yield significantly higher heat transfer than any de-
ivative of compressed aluminum foam due to its high extended
urface efficiency.

ig. 10 Plot of the pressure drop as a function of filter velocity
or POCO™ foam compared to three different compressed alu-
inum foams as reported in Boomsma et al. †7‡

ig. 11 Plot of the Nusselt number „as defined in Boomsma et
l. †7‡… as a function of filter velocity for POCO™ foam com-
ared to three different compressed aluminum foams as re-

orted in Boomsma et al. †7‡
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On the basis of the comparisons given in this section, it is
evident that GF �POCO™ in particular� in its existing form has
heat transfer characteristics that offer a significant advantage over
uncompressed and compressed aluminum, however, at the cost of
a higher hydraulic resistance. It is clear from the present work that
there is a severe limitation in maximum heat dissipation from a
given base surface area when using aluminum foam due to the
combination of very high porosity and low solid-phase conductiv-
ity. Graphitic foams with their moderate porosity and much higher
conductivity transcend this heat transfer limitation and thus, pro-
vide much higher heat dissipation for a given base surface area.
The advantages of using GF as a heat transfer material would
become even more impressive if the permeability of the foam is
increased since this will serve to decrease the pressure drop and
potentially increase the pore-level convective heat transfer.

6 Closing Remarks
Measurements of the pressure drop and heat transfer obtained

by forcing water through blocks of porous carbon foam are re-
ported. The pressure drop is seen to mainly be affected by the size
of the cell windows connecting the spherical pores, due to the
large hydrodynamic loss associated with the fluid contracting/
expanding through the windows. Of the specimens tested,
POCO™ foam offers the best combination of hydrodynamic and
thermal performance. The experimental results for POCO™ foam
were used to calibrate a numerical model such that comparisons
could be made with existing literature on normal and compressed
aluminum foams. The computed results indicate that both normal
and compressed aluminum foams produce significantly lower
pressure drops than POCO™ for equivalent flow rates. The results
also show that the extended surface efficiency of POCO™ foam is
much higher than any aluminum foam due to the high solid phase
conductivity and moderate porosity of GF. The comparisons sug-
gest that while the current aluminum foams have good thermal
performance for thin layers, the graphitic foams offer a significant
overall advantage for cases where a significant amount of heat
needs to be removed from a given base surface area.
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Approximate Analysis of Thermal
Radiation Absorption in Fuel
Droplets
The values of absorption coefficients of gasoline fuel (BP Pump Grade 95 RON ULG
(research octane number unleaded gasoline)), 2,2,4-trimethylpentane
�CH3�2CHCH2C�CH3�3 (iso-octane) and 3-pentanone CH3CH2COCH2CH3 have been
measured experimentally in the range of wavelengths between 0.2 �m and 4 �m. The
values of the indices of absorption, calculated based on these coefficients, have been
compared with those previously obtained for low sulphur ESSO AF1313 diesel fuel.
These values are generally lower for pure substances (e.g., iso-octane and 3-pentanone)
than for diesel and gasoline fuels. The values of the average absorption efficiency factor
for all fuels are approximated by a power function aRd

b, where Rd is the droplet radius. a
and b in turn are approximated by piecewise quadratic functions of the radiation tem-
perature, with the coefficients calculated separately in the ranges of droplet radii
2–5 �m, 5–50 �m, 50–100 �m, and 100–200 �m for all fuels. This new approxima-
tion is shown to be more accurate compared with the case when a and b are approxi-
mated by quadratic functions or fourth power polynomials of the radiation temperature,
with the coefficients calculated in the whole range 2–200 �m. This difference in the
approximations of a and b, however, is shown to have little effect on modeling of fuel
droplet heating and evaporation in conditions typical for internal combustion engines,
especially in the case of diesel fuel and 3-pentanone.
�DOI: 10.1115/1.2740304�

Keywords: absorption efficiency factor, fuel droplets, thermal radiation, heating,
evaporation
Introduction
The importance of droplet and particle radiative heating in vari-

us engineering applications has been extensively discussed in the
iterature �e.g., Refs. �1–4��. A more specific analysis of the effects
f thermal radiation on the processes in diesel engines were re-
orted in Refs. �5–8�. In the later paper, it was indicated that the
ffect of thermal radiation on droplet heating in diesel engines is
xpected to be particularly strong if the fuel injection takes place
t a time when autoignition has already occurred. In this case, the
emperature of the remote flame, responsible for droplet radiative
eating, is much higher than the ambient gas temperature, respon-
ible for droplet convective heating.

In a series of papers, simplified yet accurate models describing
he thermal radiation absorption in diesel fuel droplets have been
eveloped. In the model suggested in Ref. �9� and further devel-
ped in Ref. �10�, detailed Mie calculations were replaced by the
pproximation of the absorption efficiency factor for droplets with
n analytical formula aRd

b, where Rd is the droplet radius and a
nd b are polynomials �quadratic functions in most cases� of the
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gas temperature. The coefficients of these polynomials were found
by comparison with rigorous computations for realistic diesel fuel
droplets, assuming that these droplets are irradiated by blackbody
thermal radiation. This model allowed the authors to attain a rea-
sonable compromise between accuracy and computational effi-
ciency. This is particularly important for the implementation of
the thermal radiation model into multidimensional computational
fluid dynamics �CFD� codes designed to simulate combustion pro-
cesses in diesel engines �11�.

In Refs. �12–15� more advanced models for radiation absorp-
tion in diesel fuel droplets have been developed. These take into
account the distribution of absorption inside droplets. None of
these models, however, seem to be suitable for implementation
into CFD codes due to excessive CPU requirements �16–19�.
Therefore in practical applications, implementing the distribution
of radiation absorption inside droplets seems to be of limited po-
tential. There are two main shortcomings in the model developed
in Refs. �9,10�. First, the analysis of these papers was focused
only on diesel fuels �although various types of these fuels were
considered in Ref. �10��. Second, the accuracy of the aforemen-
tioned approximation of the absorption efficiency factor was
shown to be rather poor when the range of droplet radii was large
�typical values of droplet radii in diesel engines are in the range
2–200 �m�. The focus of this paper is mainly to address these
matters.
The results of experimental studies of the optical properties of

© 2007 by ASME Transactions of the ASME
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asoline fuel �BP Pump Grade 95 RON ULG�, 3-pentanone, and
,2,4-trimethylpentane �iso-octane� are presented and discussed in
ec. 2. The results are compared with the results for diesel fuel
eported earlier in Ref. �10�. A new approximation for the effi-
iency factor of absorption of all these fuels in a wide range of
roplet radii is suggested and discussed in Sec. 3. The results
redicted by various approximations are compared in Sec. 4. In
ec. 5 the new approximation for the efficiency factor of absorp-

ion is applied to simulate heating and evaporation of fuel drop-
ets. The main results of the paper are summarized in Sec. 6.

Optical Properties of Fuels
Three fuels �i� gasoline fuel �BP Pump Grade 95 RON ULG�;

ii� iso-octane �CH3�2CHCH2C�CH3�3; and �iii� 3-pentanone
H3CH2COCH2CH3 were used for the analyses. Iso-octane and
-pentanone are most often used in experimental studies of gaso-
ine fuel sprays and mixture preparation: iso-octane is 100 RON
asoline and 3-pentanone is used as a fluorescent dopant for laser
nduced fluorescence �LIF�. The results were compared with the
arlier results for low sulphur ESSO AF1313 diesel fuel, hereafter
eferred to as diesel fuel. The absorption coefficients of fuels were
easured in the ranges 0.2–0.8 �m and 0.4–4 �m. Ultraviolet

UV�-visible spectra �0.2–0.8 �m� were obtained using a UV-
isible spectrophotometer Shimadzu, model 1601. The spectra
ere recorded in a 1 cm quartz cell for samples diluted with
-hexane. In the range 0.4–4 �m the absorption coefficients were
easured using a Fourier transform infrared �FTIR� spectrometer,

Nicolet FT-IR Avatar�. A resolution of 8 cm−1 was used, record-
ng 32 scans in a NaCl cell with an optical pathlength of
.025 mm. The background was recorded as the empty NaCl cell.
ll samples were diluted with chloroform and all measurements
ere carried out at room temperature. In all cases, the dilution
as used when the value of the absorption coefficient exceeded

he measuring limit of the instrument. The corrections for dilu-
ions were made. In contrast to the case previously reported in
ef. �10�, infrared spectra �4–6 �m� could not be measured, as

he FTIR spectrometer �Nicolet FT-IR Nexus� was not opera-
ional. The measurement error for the absorption coefficient was
pproximately 5% across the whole range of wavelengths.

In the range 0.4–0.8 �m the difference between the results
btained using these methods was generally small. Over this range
he results obtained using a UV-visible spectrophotometer were
onsidered to be more reliable than those obtained using a Fourier
ransform infrared spectrometer. The reason for this is that as one
pproaches the upper and lower measurement limits of the spec-
rometer the signal to noise ratio decreases, leading to incorrect
eadings.

Results of the calculation of the indices of absorption for all
hree fuels, based on the measurements of the corresponding ab-
orption coefficient, are presented in Fig. 1. In the same figure, the
reviously reported plot in Ref. �10� of � versus � for diesel fuel
s reproduced. About 2300 individual measurements were used for
resenting each of these plots. As can be seen in Fig. 1, the de-
endence of � on the type of fuel is noticeable, and there are a
umber of similarities between the plots. For all fuels, the region
f semi-transparency in the range 0.5 �m���1 �m is evident.
he index of absorption increases by approximately three orders
f magnitude when � increases from 0.5 �m to 1.5 �m. At the
ame time, some noticeable differences between the indices of
bsorption of the fuels can be identified. For example, the peak of
bsorption of diesel fuel at ��3.4 �m is much more pronounced
han the corresponding peaks of absorption of the other fuels. Also
he value of � when this peak is observed is shifted from 3.4 �m
or diesel fuel to approximately 3.0 �m for other fuels.

Strong peaks at around 3.5 �m are related to C–H stretch vi-
rations of nonaromatic molecules, occurring in the range of
.3–3.5 �m. Less intense peaks at around 3.0 �m are most likely

ue to the presence of aromatic hydrocarbons, in which C–H

ournal of Heat Transfer
stretch vibrations from benzene rings are expected. This is sup-
ported by the absorbance at around 0.25 �m which is character-
istic of the �–� electron transitions in the aromatic benzene ring.
Aromatic hydrocarbons are added to gasoline to increase its oc-
tane number.

The differences in the optical properties of the fuels shown in
Fig. 1 are expected to produce different values of the average
absorption efficiency factors of fuel droplets �see Sec. 3�.

Index of refraction measurements were conducted using the
ABBE 60 direct reading refractometer at room temperature. This
index was measured by turning a dual prism combination through
an angle, which is proportional to the refractive index of liquid
placed between the two prisms. The light source was white. It was
emitted from a tungsten lamp. The angle of light emerging from
the combination of prisms was measured using a telescope that
moved over a calibrated refractive index scale. The telescope was
focused on the edge of the light beam, which showed up as a dark
edge in the field of view. The values of refractive indices for the
three fuels were: gasoline �n=1.394±0.001�; iso-octane �n
=1.389±0.001�, and 3-pentanone �n=1.390±0.001�. The mea-
surement of the index of refraction for diesel fuel was n=1.460
with similar error except in the region of strong absorption ��
�3.4 �m� �20�. The relatively weak dependence of n on � for
diesel fuel has only a minor effect on the efficiency factor of
absorption of this fuel �20�. Therefore, this dependence can be
ignored when this factor is calculated for diesel fuel �10�. We
assume that this conclusion remains valid for other fuels.

3 Average Efficiency Factor of Absorption
Following Refs. �9,10,21� the absorption efficiency factor of

droplets Qa at a given wavelength � obtained using detailed Mie
calculations, is approximated as

Qa =
4n

�n + 1�2 �1 − exp�− 4�x�� �1�

where x=2�Rd /� is the droplet diffraction parameter �cf. Fig. 1 of
Ref. �9��. This equation gives a better approximation for Qa when
compared with that used in Ref. �9�.

As in Refs. �9,10�, it is assumed that the dependence of the
incoming radiation intensity on � is close to that of a blackbody.
Using Eq. �1� the averaged �over wavelengths� absorption effi-

Fig. 1 Indices of absorption of four types of fuel „low sulphur
ESSO AF1313 diesel fuel, gasoline fuel „BP Pump Grade 95
RON ULG…, 2,2,4-trimethylpentane „iso-octane…, and
3-pentanone… versus wavelength �. The results for diesel fuel
are reproduced from Ref. †10‡.
ciency factor of droplets is calculated as
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Qa =
4n

�n + 1�2�1 − ��
�1

�2 exp	−
8��Rd

�



�5�exp�C2/���R�� − 1�
d���

�1

�2 d�

�5�exp�C2/���R�� − 1�
� �2�
here C2=1.439�104 �m K and �R is the radiation temperature.
his temperature is equal to the external temperature responsible

or radiative heating, Text, in the case of an optically thin gas and
o gas temperature, Tg, in the case of an optically thick gas.

The accuracy of Eq. �2� increases with the increased separation
etween �1 and �2. The separation is limited by the available
xperimental facilities. In our case this range is between 0.2 �m
nd 4 �m. This, however, is not the major limitation of the model;
ver the range of the most important radiation temperatures for
iesel engine applications �1000–3000 K�, the values of � at
hich the intensity of blackbody radiation is maximum ��max�, lie

n the range between 0.97 �m and 2.90 �m. Since these values of
max lie in the range of wavelengths at which the measurements
ere performed and the intensity of thermal radiation decreases

apidly when ��−�max� increases, it can be assumed that limits
.2 �m and 4 �m for � provide reasonably accurate values of Qa
s predicted by Eq. �2�.

To illustrate the effect of the range of � on the value of Qa, the
alculations have been performed for low sulphur ESSO AF1313
iesel fuel in the range 0.2–4 �m, using data for � shown in Fig.
and for the same fuel in the range 0.2–6 �m, using data for �

eported in Ref. �10�. The results of these calculations are shown
n Fig. 2 in the form of the plots of Qa versus droplet radius, for
hree radiation temperatures: 1000 K, 2000 K, and 3000 K. The
urves calculated in these ranges are close for all three tempera-
ures. Except for the smallest droplet radii, the deviation between
hese curves does not exceed 10%. This is comparable with the
rrors introduced by a number of other assumptions in the model.
hese include errors introduced by approximation �1� �see Ref. �9�

or the analysis of the accuracy of this approximation� and errors
ntroduced by the assumption that the external radiation is that of
blackbody.
The contribution of thermal radiation absorption at �
0.2 �m can be safely ignored for all three temperatures �it is

ig. 2 Plots Qa versus droplet radius for diesel fuel and three
adiation temperatures: 1000 K, 2000 K, and 3000 K „indicated
ear the curves…, as calculated from Eq. „2…. Thick solid curves
re based on the values of � in the range 0.2–6 �m, as re-
orted in Ref. †10‡. Thin solid curves are based on the values of

in the range 0.2–4 �m, as shown in Fig. 1.
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well below 0.03%�. The maximal possible contribution of thermal
radiation absorption at ��6 �m �assuming that all external radia-
tion at these wavelengths is absorbed in droplets� is expected to be
26% for �R=1000 K, 5% for �R=2000 K, and 2% for �R
=3000 K. A more realistic contribution of thermal radiation ab-
sorption in this range of � is expected only from a strong absorp-
tion band in the 6.8–7.5 �m region. In the case of �R=1000 K,
�R=2000 K, and �R=3000 K, the maximal contribution from the
later range is estimated to be 3.8%, 0.9%, and �0.3%, respec-
tively. This is well below the errors shown in Fig. 2. Hence, the
application of data presented in Fig. 1 for calculation of Qa based
on Eq. �2� can be justified.

Following Refs. �9,10�, the results of the calculation of Qa
based on Eq. �2� are approximated by the following expression

	 = aRd
b �3�

where

a = �
i=0

N

ai	 �R

1000

i

�4�

b = �
i=0

N

bi	 �R

1000

i

�5�

�R is in K, Rd is in �m, ai is in �m−b K−i, and bi is in K−i.
In Ref. �9�, it was assumed that N=2. In Ref. �10� both N=2

and N=4 were considered and it was shown that the fourth-order
approximation is particularly important when the radiation tem-
peratures are less than 1000 K �when the overall contribution of
the thermal radiation in the process of droplet heating is small�.
For radiation temperatures equal to or greater than 1000 K, ap-
proximations �4� and �5� with N=2 were used.

The coefficients ai and bi in Eqs. �4� and �5� were obtained by
curve fitting and direct comparison of the values of 	 predicted by
Eq. �3� and Qa predicted by Eq. �2�. Approximation �3� for N=2
shows good agreement with Eq. �2� for Rd in the range 5–50 �m,
but less so for Rd in the range 2–200 �m.

Here, in contrast to Refs. �9,10�, approximations �4� and �5� are
not used for the entire range of droplet radii �2–200 �m�, but in
subranges over Rd. Taking N=2, the values of coefficients ai and
bi in various subranges over Rd and various fuels have been cal-
culated. The results are shown in Table 1.

For N=4, approximations �4� and �5� with the same coefficients
ai and bi were used in the entire range of droplet radii 2–200 �m.
The corresponding values of coefficients ai and bi are shown in
Table 2. Finally, approximations �4� and �5� for N=2 with the
same coefficients ai and bi were used in the entire range of droplet
radii 2–200 �m. The corresponding values of coefficients ai and
bi are shown in Table 3. Note that the values of these coefficients
for diesel fuel differ slightly from the values given in Ref. �10�.
This is attributed to different ranges of � used in the current analy-
sis.

The values of 	 predicted by Eq. �3� and Qa predicted by Eq.

�2� for various approximations of a and b are compared in Sec. 4.
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Comparison of the Results

The plots of Qa and three approximations 	 for diesel fuel
ersus Rd are shown in Fig. 3 for the range 2–200 �m. As can be
een from this figure, the piecewise quadratic approximation for
oefficients a and b accurately predicts the values of 	. The val-
es of 	 based on quadratic and fourth-power approximations
ver the whole range of Rd are noticeably different from Qa. The
iecewise quadratic approximation for coefficients a and b is
herefore expected to be of use in practical engineering applica-
ions, including CFD codes.

The same conclusion was drawn for gasoline �Fig. 4�, iso-
ctane �Fig. 5�, and 3-pentanone �Fig. 6�. Note that the tempera-
ure effect on Qa is greatest for diesel fuel. The maximum values

Table 1 The coefficients ai and bi calculated for various rang

ype of fuel
Rmin

��m�
Rmax

��m� a0

2 5 0.177537
iesel

low sulphur ESSO AF1313�
5 50 0.181243

50 100 0.358073
100 200 0.635142

2 5 0.020400
asoline

BP Pump Grade 95 RON ULG�
5 50 0.029100

50 100 0.092600
100 200 0.276800

2 5 0.010310
,2,4-Trimethylpentane 5 50 0.013100

50 100 0.030500
100 200 0.076900

2 5 0.013100
-Pentanone 5 50 0.019200

50 100 0.038400
100 200 0.065100

Table 2 The coefficients ai and bi calculated
assuming that N=4 and Rd is in �m.

Coefficients\Fuel

Diesel
�low sulphur

ESSO AF1313�

G
�

RO

a0
0.143452 0.

a1 −0.016510 −0
a2 −0.058531 0.
a3

0.027674 −0
a4 −0.003661 0.
b0

0.482037 0.
b1 −0.249135 0.
b2

0.286669 −0
b3 −0.094873 0.
b4

0.010658 −0

Table 3 The coefficients ai and bi calculated
assuming that N=2 and Rd is in �m.

Coefficients\Fuel

Diesel
�low sulphur

ESSO AF1313�

G
�BP

a0
0.252827 0

a1 −0.167207 −0
a2

0.029404 0.
b0

0.160138 0.
b1

0.274847 0.
b2 −0.038919 −0
ournal of Heat Transfer
of Qa are greater for diesel and gasoline fuels than for iso-octane
and 3-pentanone. For all fuels, the values of Qa decrease with
increasing external temperature in agreement with the results re-
ported earlier in Refs. �9,10�.

5 Applications
To illustrate the effect of thermal radiation on diesel fuel drop-

let heating and evaporation, the time evolution of radius and sur-
face temperature of a droplet was considered. A droplet at room
temperature �Td0=300 K� and with initial radius equal to 10 �m
was injected into air with ambient temperature of 600 K and pres-
sure of 3 MPa. The initial velocity of the droplet was taken to be
1 m/s. The overall volume of injected liquid fuel was taken as

of Rd and various fuels, assuming that N=2 and Rd is in �m.

a1 a2 b0 b1 b2

0.111821 0.019098 0.340153 0.163354 −0.020202
0.117208 0.020356 0.299978 0.232538 −0.032668

0.243320 0.043437 0.070587 0.308590 −0.043973
0.440123 0.079431 −0.075184 0.339893 −0.048833
0.005650 0.000450 0.957600 0.011450 −0.001450
0.009300 0.000900 0.771800 0.052950 −0.005850

0.038400 0.004800 0.455900 0.096050 −0.008350
0.125450 0.016550 0.215500 0.108950 −0.006950
0.001990 0.000090 0.985320 0.002500 −0.002990
0.003150 0.000150 0.874900 0.023450 −0.002250
0.009750 0.000850 0.650100 0.050350 −0.003150
0.027300 0.002600 0.451000 0.055600 −0.000100
0.004000 0.000370 0.940590 0.022660 −0.003220
0.007250 0.000850 0.736400 0.092500 −0.012800
0.016450 0.002150 0.537500 0.125010 −0.015700
0.024950 0.002750 0.440200 0.088950 −0.006850

Rd in the range 2–200 �m and various fuels,

line
95
LG�

2,2,4-
Trimethylpentane 3-Pentanone

546 0.035479 0.045995
9511 −0.034435 −0.047760
057 0.023033 0.029250
6836 −0.007777 −0.009075
829 0.000964 0.001065
702 0.429499 0.327158
640 0.625147 0.686807
8455 −0.462004 −0.463508
515 0.152989 0.147149
8410 −0.018322 −0.017281

Rd in the range 2–200 �m and various fuels,

line
RON
�

2,2,4-
Trimethylpentane 3-Pentanone

20 0.02010 0.02590
0890 −0.00610 −0.010400
710 0.000500 0.001290
405 0.721815 0.620380
630 0.048190 0.112250
8300 −0.005300 −0.015710
es

−
−

−
−
−
−

−
−
−
−
−
−
−
−
−
−

for

aso
BP
N U

074
.04
023
.00
000
406
334
.20
068
.00
for

aso
95

ULG

.052

.02
002
575
081
.00
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mm3. The volume of air, where the fuel was injected, was taken
qual to 639 mm3. This volume was calculated using the assump-
ion that diesel fuel can be approximated as n-dodecane �C12H26�
nd that the initial gas temperature is equal to 600 K. In this case,
rovided that all fuel is evaporated without combusting, the fuel
apor/air mixture is expected to become close to stoichiometric
22�. The temperature dependence of all transport coefficients and
ensity was taken into account. The relevant approximations are
resented and discussed in Ref. �22�. The droplet was irradiated
omogeneously from all directions by external thermal radiation
rom a source at temperatures in the range from 1000 K to
000 K.

This is a rather idealized case, as in diesel engines the droplets
re likely to be irradiated from one side only �23� �see Ref. �14�
or a detailed mathematical analysis of this case�. To take into
ccount the effect of asymmetrical irradiation of droplets, the ac-
ual power absorbed by droplets could be halved, compared with
he case of homogeneous irradiation. Alternatively, this effect can
e accounted for by the corresponding adjustment of the radiation
emperature. The integral effect of symmetrical radiative heating

ig. 3 Plots Qa and its three approximations � versus droplet
adius for diesel fuel. Three radiation temperatures: 1000 K,
000 K, and 3000 K „indicated near the curves… were consid-
red. Thick solid curves refer to the values of Qa as calculated
rom Eq. „2…. Thick dots refer to piecewise approximation for �,
s calculated from Eq. „3…. Thin solid curves refer to a single
uadratic approximation for �. Dashed–dotted curves refer to a
inge fourth power approximation for �.
Fig. 4 The same as Fig. 3 but for gasoline fuel

250 / Vol. 129, SEPTEMBER 2007
of droplets by the source at temperature �R is approximately
equivalent to the effect of asymmetrical droplet heating by a
source at temperature �R�eff�=21/4�R=1.19�R. As pointed out in
Refs. �17,18,24�, the effect of nonhomogeneous, but spherically
symmetrical, distribution of the radiative heating inside a droplet
is insignificant when the radiative heating of droplets takes place
simultaneously with convective heating. We anticipate that this
conclusion is valid in the case of asymmetrical droplet radiative
heating.

The effect of thermal radiation was taken into account using the
new model based on the piecewise approximation of the coeffi-
cients a and b in Eq. �3� �see Table 1� for Text=1000 K, 2000 K,
and 3000 K, and the model based on the single quadratic approxi-
mations of these coefficients �see Table 3� for Text=3000 K. The
predictions of the model based on the single fourth power ap-
proximations are expected to lie between the predictions of these
two models.

The liquid and gas phase models used in the analysis are sum-
marized in Appendix A. The solutions in both these phases are
fully coupled.

The plots of Ts and Rd for diesel fuel versus time with and
without taking into account the effect of thermal radiation are
shown in Fig. 7. The droplet radius initially increases due to ther-
mal expansion of liquid fuel, until the effect of evaporation domi-
nates. In the case of Text=1000 K, the effect of thermal radiation
on droplet evaporation is small. This effect visibly increases when

Fig. 5 The same as Figs. 3 and 4 but for iso-octane
Fig. 6 The same as Figs. 3–5 but for 3-pentanone.

Transactions of the ASME



t
l
t
i
r
m
t

a
b
a
t
d
f
T
i
m
m
a
q
t
a
m

p
u
f
v
c
g
m
c

F
f
=
a
f
t
t
t
c
a
t
w
t
a
d
g
a
t

J

he external temperature increases to 2000 K and 3000 K �the
ifetime of a droplet becomes shorter�. In the case without radia-
ion, the droplet surface temperature monotonically increases until
t reaches the wet bulb temperature. When the effect of thermal
adiation is taken into account, the surface temperature reaches a
aximum value before it reduces to the same wet bulb tempera-

ure. This effect was discussed in detail in Ref. �24�.
The plots calculated using the model based on the piecewise

pproximation of the coefficients a and b in Eq. �3� and the model
ased on the single quadratic approximations of these coefficients
re nearly coincident for Text=3000 K. These curves are expected
o be even closer for lower external temperatures. This happens
espite the fact that the values of the average absorption efficiency
actors predicted by these models are visibly different �see Fig. 3�.
hus, in many practical applications, including modeling of heat-

ng and evaporation of droplets, the high accuracy of the approxi-
ation of the average absorption efficiency factor, provided by the
odel based on a piecewise approximation of the coefficients a

nd b, is not always required. However, since the computer re-
uirements of the implementation of this new model are all but
he same as those of the model based on the single quadratic
pproximations of these coefficients, the application of the new
odel is recommended in all cases.
Plots similar to those shown in Fig. 7 but for gasoline fuel are

resented in Fig. 8. The physical properties of the gasoline fuel
sed in our study are shown in Appendix B. In contrast to diesel
uel, gasoline fuel is injected into a gas volume of 620 mm3. The
olume was calculated under the assumption that gasoline fuel
an be approximated as C7.9H17.8. In this case, provided that all
asoline fuel is evaporated without combusting, the fuel vapor/air
ixture is expected to become close to stoichiometric, as in the

ig. 7 Plots of Ts and Rd for a diesel fuel droplet versus time
or an initial air temperature Tg0=600 K, air pressure pg0
3 MPa, droplet temperature Td0=300 K, radius Rd0=10 �m,
nd velocity vd0=1 m/s. The overall volume of injected liquid
uel was taken equal to 1 mm3, and the volume of air was equal
o 639 mm3. The results were obtained based on the effective
hermal conductivity „ETC… model and the analytical solution of
he heat conduction equation inside the droplet †22‡. Dashed
urves refer to the case when the effects of thermal radiation
re ignored. Thick, intermediate, and thin solid curves refer to
he case when the thermal radiation is generated by a source
ith external temperatures 1000 K, 2000 K, and 3000 K, respec-

ively, and calculated using the model based upon a piecewise
pproximation of the coefficients a and b in Eq. „3…. Dashed-
otted curves refer to the case when the thermal radiation is
enerated by a source with external temperatures of 3000 K
nd the model based on single quadratic approximations of
hese coefficients.
ase of diesel fuel. The general shapes of the curves shown in

ournal of Heat Transfer
Figs. 7 and 8 are rather similar, except that the difference between
the curves calculated using the model based on the piecewise
approximation of the coefficients a and b in Eq. �3� and the model
based on the single quadratic approximations of these coefficients,
is more pronounced in the case of Fig. 8 than Fig. 7. This justifies
the application of the new model in the case of gasoline.

The iso-octane and 3-pentanone cases are presented in Figs. 9
and 10, respectively. The physical properties of iso-octane and
3-pentanone are shown in Appendix B. These fuels were injected
into gas volumes of 625 mm3 and 712 mm3, respectively. Com-
parison of Figs. 9 and 10 and Figs. 7 and 8 shows that the effect
of radiation on heating and evaporation of iso-octane and
3-pentanone is noticeably weaker than in the case of diesel fuel
and gasoline. This agrees with the results presented in Figs. 3–6.
Also, the choice of the approximation of the average absorption
efficiency factor is more important for iso-octane than for
3-pentanone.

Note that we can draw a parallel between the results presented
in Figs. 7–10 of this paper and some earlier results obtained in our
group and well known results. As already mentioned, the droplet
heating and evaporation in realistic diesel engine conditions was
shown to be practically independent of the detailed distribution of
radiative heating inside the droplets �17,18,24�. Also, the replace-
ment of the actual distribution of temperature inside droplets by a

Fig. 8 The same as Fig. 7 but for gasoline fuel, injected into a
gas volume equal to 620 mm3

Fig. 9 The same as Figs. 7 and 8 but for iso-octane, injected
3
into a gas volume equal to 625 mm

SEPTEMBER 2007, Vol. 129 / 1251
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ather crude parabolic approximation was shown to lead to insig-
ificant changes of the predicted droplet heating and evaporation
18,25�. Similar phenomenon is well known in the boundary layer
heory, when the details of the velocity profile near the boundaries
ave relatively small effects of the integral characteristics such as
rag and lift forces �26�. This property of the boundary layers is
idely used in CFD codes when a detailed calculation of the
elocity profiles near the boundaries is replaced by modeling
hese profiles �27�. All abovementioned phenomena allow us to
hift the focus of the research from the development of the most
ccurate submodels to finding a compromise between the accu-
acy of modeling and computational efficiency. Returning to our
roblem of finding an approximation for the absorption efficiency
actor we can say that the relatively weak dependence of droplet
eating and evaporation on the accuracy of this approximation
ives us an additional argument in favor of using an approximate
ormula �1� instead of the detailed Mie calculations of the distri-
ution of thermal radiative absorption inside droplets. In contrast
o the model described in this paper, the implementation of the

odel, based on Mie calculations, into CFD codes would be in-
easible.

Conclusions
The values of absorption coefficients of gasoline fuel �BP Pump

rade 95 RON ULG�, 2,2,4-trimethylpentane �iso-octane� and
-pentanone have been measured experimentally in the range of
avelengths 0.2–4 �m. Ultraviolet – visible spectra

0.2–0.8 �m� have been obtained using an UV-visible spectro-
hotometer Shimadzu, model 1601. In the range 0.4–4 �m the
bsorption coefficients have been measured using a Fourier trans-
orm infrared spectrometer �Nicolet FT-IR Avatar�. The values of
he indices of absorption calculated based on these coefficients
ave been shown to be similar to those obtained earlier for low
ulphur ESSO AF1313 diesel fuel. For all fuels, the region of
emi-transparency in the range 0.5 �m���1 �m is illustrated.
he index of absorption increases by approximately three orders
f magnitude when � increases from 0.5 �m to 1.5 �m. At the
ame time, noticeable differences between the indices of absorp-
ion of the fuels can be identified. For example, the peak of ab-
orption of diesel fuel at ��3.4 �m is much more pronounced
han the corresponding peaks of absorption of other fuels. Also,
he value of � when this peak is observed is close to 3.4 �m for

ig. 10 The same as Figs. 7–9 but for 3-pentanone, injected
nto a gas volume equal to 712 mm3
iesel fuel, and close to approximately 3.0 �m for other fuels.

252 / Vol. 129, SEPTEMBER 2007
The values of this index tend to be lower for pure substances �e.g.,
iso-octane and 3-pentanone� than for diesel and gasoline fuels.

It has been shown that the main contribution to the average
absorption efficiency factor is expected to come from radiation at
wavelengths less than 4 �m for the range of external temperatures
between 1000 K and 3000 K. The value of this factor has been
approximated by a power function aRd

b, where Rd is the droplet
radius. Coefficients a and b are approximated by piecewise qua-
dratic functions of the radiation temperature, with the coefficients
calculated separately in the ranges of radii 2–5 �m, 5–50 �m,
50–100 �m, and 100–200 �m for all fuels. This new approxima-
tion has been shown to be more accurate when compared with the
case when a and b are approximated by quadratic functions or
fourth power polynomials of the radiation temperature, with the
coefficients calculated over the entire range 2–200 �m. This dif-
ference in the approximations of a and b, however, have been
shown to have little effect on the modeling of fuel droplet heating
and evaporation in conditions typical for internal combustion en-
gines, especially in the case of diesel fuel and 3-pentanone.
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Nomenclature
a 
 coefficient introduced in Eq. �4�
ai 
 coefficient introduced in Eq. �4� �K−i�
b 
 coefficient introduced in Eq. �5�
bi 
 coefficient introduced in Eq. �5� �K−i�

BM 
 Spalding mass transfer number
BT 
 Spalding heat transfer number

c 
 specific heat capacity �J /kg K�
C2 
 coefficient in the Planck function ��m K�

DFa 
 binary diffusion coefficient of fuel vapor in air
�m2/ �s��

F�BM,T� 
 functions introduced in Eqs. �A6� and �A7�
h 
 convection heat transfer coefficient

�W/ �m2 K��
h0 
 �hRd /kl�−1
hm 
 mass transfer coefficient �m/s�

k 
 thermal conductivity �W/ �m K��
L 
 specific heat of evaporation �J/�kg��
m 
 mass �kg�
n 
 index of refraction

Nu 
 Nusselt number
qn 
 coefficients introduced in formula �A4�
Qa 
 efficiency factor of absorption

p 
 pressure �Pa�
pn 
 coefficients introduced in formula �A4�

P�R� 
 normalized power generated in unit volume
�K/s�

P̃�R� 
 variable introduced in formula �A4�
Ped 
 Péclet number
Prd 
 Prandtl number

R 
 distance from the center of the droplet �m�
Rd 
 radius of the droplet �m� or ��m�
Re 
 Reynolds number
Sc 
 Schmidt number

Sh0 
 Sherwood number of nonevaporating droplets
t 
 time �s�

T 
 temperature �K�
T̃0�R� 
 variable introduced in formula �A4�
vn�R� 
 eigenfunctions used in formula �A4�

�v �r��
n 
 parameter introduced in formula �A4�
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x 
 droplet diffraction parameter
Y 
 mass fraction

reek Symbols
� /k 
 fuel vapor parameter �K�
�R 
 radiation temperature �K�
� 
 index of absorption

�d 
 kl / �cl�lRd
2�

�l 
 liquid thermal diffusivity �m2/s�
� 
 wavelength ��m�

�n 
 eigenvalues used in formula �A4�
� 
 dynamic viscosity K�N s/m2�

�0�t� 
 hTeff�t�Rd /kl

� 
 density �kg/m3�
 
 fuel vapor parameter �K�
� 
 coefficient introduced in the definition of keff

ubscripts
cr 
 critical
d 
 droplet

eff 
 effective
ext 
 external

f 
 fuel
fs 
 saturated fuel vapor
g 
 gas
l 
 liquid

max 
 maximal
p 
 constant pressure
s 
 surface
v 
 vapor
� 
 ambient gas

uperscripts
— 
 average
� 
 normalized

ppendix A: Liquid and Gas Phase Models

Liquid Phase Model. Assuming that droplet heating is spheri-
ally symmetric, the transient heat conduction equation inside
roplets is written as

�T

�t
= �l	 �2T

�R2 +
2

R

�T

�R

 + P�R� �A1�

here �l=kl / �cl�l� is the liquid thermal diffusivity; kl is the liquid
hermal conductivity; T=T�R , t� is the droplet temperature; R is
he distance from the center of the droplet; and P�R� is the nor-

alized power generated in unit volume inside the droplet due to
hermal radiation �in K/s�.

Assuming that the droplet is heated by convection from the
urrounding gas, and cooled due to evaporation, the energy bal-
nce equation at the droplet surface �R=Rd� is written as

h�Tg − Ts� = − �lLṘd + kl� �T

�R
�

R=Rd

here h=h�t� is the convection heat transfer coefficient; Ts is the
roplet’s surface temperature; and L is the specific heat of evapo-
ation. This is complemented by the boundary condition at R=0:
T /�R�R=0=0 and the initial condition: T�t=0�=T0�R�. This equa-
ion can be rearranged to

Teff − Ts =
kl

h
� �T

�R
�

R=Rd

�A2�

here

Teff = Tg +
�lLṘd
h

ournal of Heat Transfer
The value of Ṙd is controlled by fuel vapor diffusion from the
droplet surface. It is found from the equation �28�

ṁd = 4�Rd
2Ṙd�l = 2��gDFaRdSh0 ln�1 + BM� �A3�

where �g is the average gas �mixture of air and fuel vapor� den-
sity; DFa is the binary diffusion coefficient of fuel vapor in air;
Sh0�2hmRd /DFa is the Sherwood number of nonevaporating
droplets; hm is the mass transfer coefficient: BM = �Yfs−Y�� / �1
−Yfs� is the Spalding mass trans number; and Y fs and Y f� is the
mass fraction of vapor near the droplet surface and at large dis-
tances from the droplet, respectively. They are calculated from the
Clausius–Clapeyron equation. Approximations for Sh0 depend on
the modeling or approximations of the processes in the gas phase.
These will be discussed in the next subsection. The limitations of
the hydrodynamic model, on which the equation for ṁd is based,
are discussed in Refs. �19,29,30�.

In the case when h�t�=h= const, the solution of Eq. �A1� with
Rd= const and the corresponding boundary and initial conditions,
as discussed above, is presented as

T�R,t� =
Rd

R �
n=1

� � pn

�d�n
2 + exp�− �d�n

2t�	qn −
pn

�d�n
2


−
sin �n

�vn�2�n
2�0�0�exp�− �d�n

2t� −
sin �n

�vn�2�n
2�

0

t
d�0���

d�

�exp�− �d�n
2�t − ���d��sin��nR/Rd� + Teff�t� �A4�

where

�0�t� =
hTeff�t�Rd

kl
, h0 = �hRd/kl� − 1,

�vn�2 =
1

2
	1 +

h0

h0
2 + �n

2
, �d =
kl

cl�lRd
2

pn =
1

Rd�vn�2�
0

Rd

P̃�R�vn�R�dR, qn =
1

Rd�vn�2�
0

Rd

T̃0�R�vn�R�dR

P̃�R� = RP�R�/�cl�lRd�, T̃0�R� = RT0�R�/Rd,

vn�R� = sin��nR/Rd� �n = 1,2, . . . �

a set of positive eigenvalues �n numbered in ascending order �n
=1,2 , . . . � is found from the solution of the following equation

�n cos �n + h0 sin �n = 0

The dependence of P on R is ignored. Remembering Eq. �3�,
P�R� is approximated as

P�R� = 3 � 106aRd��m�
b−1 �R

4/�cl�l� �A5�

where �R is the radiation temperature; and Rd��m� is the droplet
radius in �m.

The solution Eq. �A4� can be generalized to take into account
the internal recirculation inside the droplets. This is achieved by
replacing the thermal conductivity of liquid kl by the so called
effective thermal conductivity keff=�kl, where �28�

� = 1.86 + 0.86 tanh�2.225 log10�Ped/30��

Ped is the droplet Péclet number.

Gas Phase Model. The choice of the gas phase model controls
the values of the Sherwood number Sh0, introduced in Eq. �A3�,
and the Nusselt number Nu. Following Abramzon and Sirignano

�28� these numbers are calculated from the following equations
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Sh0 = 2	1 +
�1 + RedScd�1/3max�1,Red

0.077� − 1

2F�BM�

 �A6�

Nu = 2
ln�1 + BT�

BT
	1 +

�1 + RedPrd�1/3max�1,Red
0.077� − 1

2F�BT�


�A7�

here

F�BM,T� = �1 + BM,T�0.7 ln�1 + BM,T�
BM,T

T is Spalding heat transfer number.

Numerical Scheme. If the time step over which droplet tem-
erature and radius are calculated is small, we can assume that

�t�= const over this time step. In this case we calculate Ṙd�t
0� from Eq. �A3� and Teff�t=0�. Then the initial condition at t
0 will allow us to calculate T�R , t� at the end of the first time

tep �T�R , t1�� using Eq. �A4�. Rd�t1� is calculated based on Eq.
A3� with the correction swelling of the droplet. The same proce-
ure is repeated for all the following time steps until the droplet is
vaporated. The number of terms in the series in Eq. �A4�, which
eeds to be taken into account, depends on the timing of the start
f droplet heating and the time when the value of droplet tempera-
ure is calculated. For parameters relevant to the diesel engine
nvironment, just three terms in the series have been used with
ossible errors of not more than about 1%.

ppendix B: Physical Properties of Fuels
Following Ref. �22�, the temperature dependence of the physi-

al properties of fuels is presented in the form of their dependence
pon the normalized temperature

T̃ =
T − T0

T0

here T0=300 K. The estimate of the physical properties of mix-
ures is the same as in Ref. �22�. The values of physical param-

ters are presented for T̃� T̃cr, unless stated otherwise.

Physical Properties of Gasoline Fuel (BP Pump Grade 95
ON ULG). Using data presented in Ref. �31�, the latent heat of

vaporation is approximated as

L = 3.48 � 105 − 1.64 � 105T̃ + 2.88 � 104T̃2 − 1.61 � 105T̃3 J/kg

hen T̃� T̃cr=0.883 and zero otherwise.
Using data presented in Refs. �31,32�, the specific heat capaci-

ies of liquid and vapor at constant pressure are approximated as

cl = 2058 + 1200T̃ J/kg K

cpv = 2.5077 � 103 + 7.2076 � 102T̃ − 13.8415T̃2

+ 2.1111T̃3 J/kg K

he saturated vapor pressure is approximated as �31�

ps = �0.353 − 4.051T̃ + 72.812T̃2 − 164.867T̃3

+ 178.985T̃4�105 N/m2

sing data presented in Refs. �31,33�, the density and the thermal
onductivity of liquid are approximated as

˜ 3
�l = 720.02 − 222.22T kg/m
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kl = 0.1251 − 0.0462T̃ − 0.2047T̃2 + 0.4575T̃3 − 0.3579T̃4 W/m K

when T̃� T̃cr and zero otherwise. Using data presented in Refs.
�31,34�, the dynamic viscosity of liquid and vapor are approxi-
mated as

�l = �4.50 − 14.85T̃ + 16.45T̃2 − 8.84T̃3�10−4 N s/m2

�v = �5.0555 + 6.0455T̃ − 0.6356T̃2 + 0.0014T̃3�10−6 N s/m2

The binary diffusion coefficient of fuel vapor in air was calculated
based on the following fuel vapor parameter values �34�

�/k = 320 K;  = 7.451 Å

Physical Properties of Iso-octane. Using data presented in
Ref. �35�, the latent heat of evaporation is approximated as

L = 3.49 � 105 + 4.37 � 103T̃ − 5.64 � 104T̃2 + 2.72 � 104T̃3

− 5.23 � 103T̃4 J/kg

when T̃� T̃cr=0.888 and zero otherwise.
Using data presented in Ref. �36�, the specific heat capacities of

liquid and vapor at constant pressure are approximated as

cl = 2224.12 + 930.43T̃ + 602.23T̃2 − 311.12T̃3 J/kg K

cpv = 1697.61 + 1339.81T̃ − 162.68T̃2 − 18.85T̃3 J/kg K

The saturated vapor pressure is approximated in Ref. �33� as

ps = �0.03 − 0.09T̃ + 0.99T̃2 − 0.82T̃3 + 0.34T̃4�105 N/m2

Using data presented in Ref. �37�, the density and the thermal
conductivity of liquid are approximated as

�t = 725.56 − 33.12T̃ − 56.16T̃2 + 28.33T̃3 − 5.61T̃4 kg/m3

kl = 0.141 − 0.042T̃ − 0.027T̃2 W/m K

when T̃� T̃cr and zero otherwise. Using data presented in Ref.
�37�, the dynamic viscosity of liquid and vapor are approximated
as

�l = �5.61 − 24.79T̃ + 67.61T̃2 − 78.75T̃3�10−4 N s/m2

�v = �6.41 + 0.88T̃ + 10.76T̃2 − 6.93T̃3�10−6 N s/m2

The binary diffusion coefficient of fuel vapor in air was calcu-
lated based on the following fuel vapor parameter values �38�

�/k = 456.627 K;  = 6.52 Å

Physical Properties of 3-Pentanone. Using data presented in
Ref. �39�, the latent heat of evaporation is approximated as

L = 3.889515 � 105 − 65.22T̃ − 1.8962545 � 104T̃2 + 1.7642231

� 105T̃3 − 3.84512 � 104T̃4 J/kg

when T̃� T̃cr=0.87 and zero otherwise.
The temperature dependence of the specific heat capacities of

liquid is ignored in our analysis. It is assumed equal to that at
room temperature �39�: cl=2219.86 J /kg K. Using data presented
in Ref. �40�, the specific heat capacity of vapor at constant pres-
sure is approximated as

cpv = 1486.16 + 972.88T̃ − 68.16T̃2 J/kg K
The saturated vapor pressure is approximated as �39�
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ps = �0.11034 − 0.20556T̃ + 2.15673T̃2 + 1.05622T̃3

+ 0.15395T̃4�105 N/m2

sing data presented in Ref. �41�, the liquid density is approxi-
ated as

�l = 815.17 − 61.341T̃ − 88.184T̃2 + 91.16T̃3 − 26.112T̃4 kg/m3

sing data presented in Ref. �39�, the liquid thermal conductivity
s approximated as

kl = 0.144 − 0.0467T̃ − 0.00019T̃2 W/m K

hen T̃� T̃cr, and zero otherwise.
The temperature dependence of the vapor dynamic viscosity is

gnored in our analysis. It is assumed equal to that at room tem-
erature �42�: �v=9.16�10−6 N s/m2.
Using data presented in Ref. �39�, the dynamic viscosity of

iquid is approximated as

�l = �4.44 − 5.56T̃ + 15.00T̃2�10−4 N s/m2

The binary diffusion coefficient of fuel vapor in air was calcu-
ated based on the following fuel vapor parameter values �34�

�/k = 351.562 K;  = 4.22 Å
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A Fully Wet and Fully Dry Tiny
Circular Fin Method for Heat and
Mass Transfer Characteristics for
Plain Fin-and-Tube Heat
Exchangers Under Dehumidifying
Conditions
This study proposes a new method, namely the “fully wet and fully dry tiny circular fin
method,” for analyzing the heat and mass transfer characteristics of plain fin-and-tube
heat exchangers under dehumidifying conditions. The present method is developed from
the tube-by-tube method proposed in the previous study by the same authors. The analysis
of the fin-and-tube heat exchangers is carried out by dividing the heat exchanger into
many tiny segments. A tiny segment will be assumed with fully wet or fully dry conditions.
This method is capable of handling the plain fin-and-tube heat exchanger under fully wet
and partially wet conditions. The heat and mass transfer characteristics are presented in
dimensionless terms. The ratio of the heat transfer characteristic to mass transfer char-
acteristic is also studied. Based on the reduced results, it is found that the heat transfer
and mass transfer characteristics are insensitive to changes in fin spacing. The influence
of the inlet relative humidity on the heat transfer characteristic is rather small. For one
and two row configurations, a considerable increase of the mass transfer characteristic is
encountered when partially wet conditions take place. The heat transfer characteristic is
about the same in fully wet and partially wet conditions provided that the number of tube
rows is equal to or greater than four. Correlations are proposed to describe the heat and
mass characteristics for the present plain fin configuration. �DOI: 10.1115/1.2739589�

Keywords: fully wet and fully dry tiny circular fin method, dehumidifying conditions,
heat transfer characteristic, mass transfer characteristic, plain fin-and-tube heat
exchangers
Introduction

Generally the heat exchange process between two fluids that
ake place at different temperatures and is separated by a solid
all. Typical applications involving heat exchange may be found

n air conditioning, refrigeration, power production, waste heat
ecovery, and chemical processing. The device used to implement
he heat exchange process is called a heat exchanger. For residen-
ial air conditioning and refrigeration application, the most widely
sed heat exchangers take the form of a fin-and-tube configura-
ion. Fin-and-tube heat exchangers generally consist of tubes in a
lock of parallel continuous fins. Depending on the application,
n-and-tube heat exchangers can be produced with one or more
ows. The fin patterns can be in continuous form such as plain or
avy or in interrupted form such as louver or slit. Among the fin
atterns being used, the plain fin-and-tube heat exchangers are the
ost widely used for their long term reliability, and the plain
n-and-tube heat exchangers can be exploited as condensers or
vaporators. For application as an evaporator, the surface tempera-

1Currently with Department of Mechanical Engineering, Fluid-Mechanics, Ther-
al Engineering and Multiphase Flow Research Lab, King Mongkut’s University of
echnology Thonburi, Bangmod, Bangkok 10140, Thailand.
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eived December 2, 2006. Review conducted by Anthony M. Jacobi.
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ture of the fins is normally below the dew point temperature. As a
result, simultaneous heat and mass transfer occurs on the fin sur-
faces.

Many studies have been published on the heat and mass transfer
characteristics of fin-and-tube heat exchangers under dehumidify-
ing conditions. For instance, ARI Standard 410 �1� has been used
by the industry for over 40 years �since 1964�. McQuiston �2,3�
presented experimental data for five plate fin-and-tube heat ex-
changers, and developed a well-known heat transfer and friction
correlation for both dry and wet surfaces. Mirth and Ramadhyani
�4,5� investigated the heat and mass characteristics of wavy fin
heat exchangers. Their results showed that the Nusselt number
was very sensitive to changes of the inlet dew point temperature,
and that the Nusselt number decreased with an increase of dew
point temperature. Similar results were reported by Fu et al. �6� in
dehumidifying heat exchangers having a louver fin configuration.
They reported a pronounced decrease of the wet sensible heat
transfer coefficient with the rise of the inlet relative humidity.
Contrary to this, the experimental data of Seshimo et al. �7� indi-
cated that the Nusselt number was relatively independent of the
inlet conditions. Wang et al. �8� studied the effects of the fin pitch,
the number of tube rows, and the inlet relative humidity on the
heat transfer performance under dehumidification, concluding that
the sensible heat transfer characteristic was relatively independent
of the inlet humidity. The differences in the existing literature are
attributed to the different reduction methodologies. Pirompugd et

al. �9,10� presented a new reduction method, namely the “tube-

© 2007 by ASME Transactions of the ASME
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y-tube method,” for calculation of the heat and mass transfer
haracteristics for fin-and-tube heat exchangers under dehumidi-
ying conditions. Their results showed that the heat and mass
ransfer characteristics were relatively independent of fin spacing
nd relative humidity.

In practice, the fin surfaces may be in wet or dry conditions
epending on the temperature difference of the dew point tem-
erature and surface temperature. Notice that if the dew point
emperature of moist air is above the outside tube �including col-
ar� temperature, there is only sensible heat transfer and it is
ermed the fully dry condition. However, if the dew point tem-
erature of moist air is lower than the fin tip temperature, sensible
nd latent heat transfer occur at the same time for all fin surfaces.
his condition is regarded as the fully wet condition. It is found

hat most of the available literature concerning the heat transfer
haracteristic is either related to fully dry conditions or to com-
letely wet surfaces. There are very few papers addressing the
eat transfer performance of the heat exchangers under partially
et surface conditions. For example, Xia and Jacobi �11� formu-

ated the logarithmic-mean temperature difference �LMTD� and
ogarithmic-mean enthalpy difference �LMED� methods for fully
ry, fully wet, partially wet, and frosted surface conditions. In
iew of the lack of research in this area, it is the objective of this
tudy to provide a detailed method for analyzing the partially wet
ondition.

Fig. 1 Schematic diagram of experimental apparatus

Table 1 Geometric dimensions of the s

o.
Fp

�mm�
t

�mm�
Sp

�mm�

1.19 0.115 1.075
1.75 0.120 1.630
2.04 0.115 1.925
2.23 0.115 2.115
2.50 0.120 2.380
1.23 0.115 1.115
1.70 0.120 1.580
2.06 0.115 1.945
2.24 0.130 2.110

0 3.20 0.130 3.070
1 1.23 0.115 1.115
2 1.55 0.115 1.435
3 2.03 0.130 1.900
4 2.23 0.130 2.100
5 3.00 0.130 2.870
6 1.85 0.130 1.720
7 2.21 0.130 2.080
8 3.16 0.130 3.030
ournal of Heat Transfer
2 Experimental Apparatus
The schematic diagram of the experimental air circuit assembly

is shown in Fig. 1. It consists of a closed-loop wind tunnel in
which air is circulated by a variable speed centrifugal fan �
7.46 kW, 10 HP�. The air duct is made of galvanized sheet steel
and has an 850 mm�550 mm cross section. The dry-bulb and
wet-bulb temperatures of the inlet air are controlled by an air
ventilator that can provide a cooling capacity of up to 21.12 kW
�6RT�. The air flow-rate measurement station is an outlet chamber
set up with multiple nozzles. This setup is based on the ASHRAE
41.2 standard �12�. A differential pressure transducer is used to
measure the pressure difference across the nozzles. The air tem-
peratures at the inlet and exit zones across the sample heat ex-
changers are measured by two psychrometric boxes based on the
ASHRAE 41.1 standard �13�.

The working medium for the tube side is cold water. A thermo-
statically controlled reservoir provides cold water at selected tem-
peratures. The temperature differences on the water side are mea-
sured by two precalibrated resistance temperature detectors
�RTDs�. The water volumetric flow rate is measured by a mag-
netic flow meter with a ±0.001 L/s precision. All the temperature
measuring probes are resistance temperature devices �Pt100�, with
a calibrated accuracy of ±0.05°C. In the experiments, only the
data that satisfy the ASHRAE 33 �14� requirements �namely, the

energy balance condition, �Q̇a− Q̇w� / Q̇avg, are less than 0.05,

where Q̇a is the air-side heat transfer rate; Q̇w is the water-side

heat transfer rate; and Q̇avg is the average heat transfer rate be-
tween air side and water side� are considered in the final analysis.
Detailed geometry used for the present plain fin-and-tube heat
exchangers is tabulated in Table 1. The test fin-and-tube heat ex-
changers are tension wrapped having a “L” type fin collar. The
test conditions of the inlet-air are as follows:

• Dry-bulb temperature of the air: 27±0.5°C;
• Inlet relative humidity for the incoming air: 50% and

90%;
• Inlet-air velocity: from 0.3 m/s to 4.5 m/s;
• Inlet-water temperature: 7±0.5°C; and
• Water velocity inside the tube: 1.5–1.7 m/s.

The test conditions approximate those encountered with typical
fan coils and evaporators of air conditioning applications. Uncer-
tainties reported in the present investigation, following the single-
sample analysis proposed by Moffat �15�, are tabulated in Table 2.

ple plain fin-and-tube heat exchangers

Dc
�mm�

Pt
�mm�

Pl
�mm� N

8.51 25.4 19.1 1
10.34 25.4 22.0 1

8.51 25.4 19.1 1
10.23 25.4 19.1 1
10.34 25.4 22.0 1

8.51 25.4 19.1 2
8.62 25.4 19.1 2
8.51 25.4 19.1 2

10.23 25.4 22.0 2
10.23 25.4 22.0 2
10.23 25.4 19.1 4
10.23 25.4 19.1 4
10.23 25.4 22.0 4
10.23 25.4 22.0 4
10.23 25.4 22.0 4
10.23 25.4 22.0 6
10.23 25.4 22.0 6
10.23 25.4 22.0 6
am
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Mathematical Model
The total heat transfer rate used in the calculation is the average

f Q̇a and Q̇w, namely

Q̇a = ṁa�ia,in − ia,out� − ṁa�Wa,in − Wa,out�iw,f � ṁa�ia,in − ia,out�
�1�

Q̇w = ṁwCp,w�Tw,out − Tw,in� �2�

Q̇avg =
Q̇a + Q̇w

2
�3�

n this study, a new method, namely the “fully wet and fully dry
iny circular fin method” is proposed to evaluate the performances
f plain fin-and-tube heat exchangers, instead of the conventional
ump approach. Analysis of the plain fin-and-tube heat exchangers
s first carried out by dividing the heat exchangers into many tiny
egments �number of tube rows�number of tube passes per
ow�number of fins� as shown in Fig. 2. For calculation of the
n efficiency, the equivalent circular area method, as shown in
ig. 3, is adopted. Two heat transfer modes are identified in the
eat transfer surface. The first one is the fully dry condition, in
hich the dew point temperature of the moist air is lower than the

ube surface �including collar� temperature �as shown in Fig.
�a��. As a result, only sensible heat transfer occurs on the whole
rea of this tiny segment. The other case is the fully wet condition,
n which the dew point temperature of moist air is higher than the
n tip temperature �as shown in Fig. 4�b��. Both sensible and

atent heat transfer take place along the area of each tiny segment.

3.1 Tiny Circular Fin Under Fully Wet Conditions

3.1.1 Heat Transfer. The new method for the plain fin-and-
ube heat exchangers is based on the method of Threlkeld �16�.
he overall heat transfer coefficient, Ui, is based on the enthalpy
otential and is given as follows

Table 2 Summary of estimated uncertainties

Primary measurements Derived quantities

arameter Uncertainty Parameter

Uncertainty
ReDc=400

�%�

Uncertainty
ReDc=5000

�%�

˙ a
0.3–1% ReDc ±1.0 ±0.57

˙ w
0.5% ReDi ±0.73 ±0.73

P 0.5% Q̇w
±3.95 ±1.22

w 0.05°C Q̇a
±5.5 ±2.4

a 0.1°C jh , jm ±11.4 ±5.9
Fig. 2 Fully wet and fully tiny circular fin method
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Q̇wet = UiAtot�im,cfF �4�

The term of �im,cf can be shown as

�im,cf = ia,m,cf − ir,m,cf �5�

According to Bump �17� and Myers �18�, for the counter flow
configuration, the mean enthalpy difference is

ia,m,cf = ia,in +
ia,in − ia,out

ln� ia,in − ir,out

ia,out − ir,in
� −

�ia,in − ia,out��ia,in − ir,out�
�ia,in − ir,out� − �ia,out − ir,in�

�6�

ir,m,cf = ir,out +
ir,out − ir,in

ln� ia,in − ir,out

ia,out − ir,in
� −

�ir,out − ir,in��ia,in − ir,out�
�ia,in − ir,out� − �ia,out − ir,in�

�7�

For a tiny segment, ir,in is nearly equal to ir,out. Because the tem-
perature of the water flowing in the tube side is almost constant, F
can be approximated to unity �16�. The overall heat transfer coef-
ficient is related to the individual heat transfer resistances �18�,
i.e., the water side thermal resistance for the convection heat
transfer, the thermal resistance of the tube �including very tiny
collar� for the conduction heat transfer, and the moist air side
thermal resistance for the simultaneous heat and mass transfer as
follows

1

Ui
=

br�Atot

hc,inAp,in
+

bp�Atot ln�Dp,out

Dp,in
�

2�kpLp

+
1

hc,wf,p,outAp,out

bwf,p,out� Atot

+
hc,wf,fAf� f ,wet

bwf,f� Atot

�8�

Note that the water film is very thin, then

Fig. 3 Comparison between the data obtained from the
present method and those obtained from the method of
Threlkeld

Fig. 4 Comparison between the data obtained from the
present method and those obtained from the tube-by-tube

method „Pirompugd et al. „2005……
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hc,wf,f =
1

Cp,a

bwf,f� hc,out

+
ywf

kwf

�9�

hc,wf,p,out =
1

Cp,a

bwf,p,out� hc,out

+
ywf

kwf

�10�

wf in Eqs. �9� and �10� represents the thickness of the water film.
constant of 0.013 cm was proposed by Myers �18�. In practice,

wf/kwf accounts for only 0.5–5% compared to Cp,a /bwf,f� hc,out and

p,a /bwf,p,out� hc,out, and has often been neglected by previous in-
estigators. As a result, this term is not included in the final analy-
is. The water-side heat transfer coefficient was presented by
nielinski �19�

hc,in =
�f in/2��Rein − 1000�Prin

1.07 + 12.7	f in/2�Prin
2/3 − 1�

·
kw

Dp,in
�11�

nd the friction factor, f i is

f in =
1

�1.58 ln Rein − 3.28�2 �12�

he Reynolds number used in Eqs. �11� and �12� is based on the
nside tube diameter. In Eq. �8� bp�, br�, bwf,f� , and bwf,p,out� are the
atios of enthalpy to temperature that must be evaluated. The
uantities bp� and br� can be calculated as

br� =
ir,p,in,m,cf − ir,m,cf

Tp,in,m,cf − Tr,m,cf
�13�

bp� =
ir,p,out,m,cf − ir,p,in,m,cf

Tp,out,m,cf − Tp,in,m,cf
�14�

he values of bwf,f� and bwf,p,out� denote the slopes of the saturated
oist air enthalpy curved evaluated at the mean water film tem-

eratures of the fin and outside tube surfaces, respectively. With-
ut loss of generality, bwf,f� and bwf,p,out� can be approximated by
he slope of the saturated moist air enthalpy curved at the mean fin
urface temperature �Tf ,m,cf� and the mean outside tube surface
emperature �Tp,out,m,cf� �8�. With the assumption of the small
ange of temperature, the enthalpy of saturated air may be repre-
ented as the linear function of the temperature. Then, the slope of
he saturated moist air enthalpy can be calculated �16�. However,
he evaluation of bwf,f� requires a trial and error procedure and
eeds the information of wet fin efficiency. Notice that the wet fin
fficiency �� f ,wet� is based on the enthalpy difference proposed by
hrelkeld �16�

� f ,wet =
ia,m,cf − ir,f ,m,cf

ia,m,cf − ir,p,out,m,cf
�15�

he use of the enthalpy potential equation greatly simplifies the
n efficiency calculation as illustrated by Kandlikar �20�. How-
ver, the original formulation of the wet fin efficiency by
hrelkeld �16� was for straight fin configuration. For a circular fin,

he wet fin efficiency is �8�

� f ,wet =
2ri

MT�ro
2 − ri

2�

K1�MTri�I1�MTro� − K1�MTro�I1�MTri�

K1�MTro�I0�MTri� + K0�MTri�I1�MTro��
�16�

here

MT =	2hc,wf,f

kft
�17�

valuation of bwf,f� requires a trial and error procedure. For the
rial and error procedure, ir,f ,m,cf must be calculated using the fol-

owing equation

ournal of Heat Transfer
ir,f ,m,cf = ia,m,cf − � f ,wet�1 − UiAtot br�

hc,inAp,in

+

bp� ln�Dp,out

Dp,in
�

2�kpLp
���im,cf �18�

An algorithm for solving the heat transfer characteristic for the
fully wet condition is given as follows:

1. Based on the information, calculate the average heat transfer

rate �Q̇avg� using Eq. �3�;
2. Assume a hc,out for all elements;
3. Calculate the heat transfer characteristic for each segment

with the following procedures:

• 3.1 Calculate the water-side heat transfer coefficient of
hc,in using Eq. �11�;

• 3.2 Assume an outlet moist air enthalpy of the calculated
segment;

• 3.3 Calculate ia,m,cf and ir,m,cf by Eqs. �6� and �7�;
• 3.4 Assume Tp,in,m,cf and Tp,out,m,cf;
• 3.5 Calculate br� /hc,inAp,in and

bp� ln�Dp,out /Dp,in� /2�kpLp;
• 3.6 Assume a Tf ,m,cf;
• 3.7 Calculate the � f ,wet using Eq. �16�;
• 3.8 Calculate Ui from Eq. �8�;
• 3.9 Calculate ir,f ,m,cf by Eq. �18�;
• 3.10 Calculate Tf ,m,cf from ir,f ,m,cf;
• 3.11 If Tf ,m,cf, calculated in Step 3.10, is not equal to that

assumed in step 3.6, the calculation Steps 3.7–3.10 will
be repeated with Tf ,m,cf calculated in Step 3.10 until
Tf ,m,cf is constant;

• 3.12 Calculate the heat transfer rate �Q̇� of this segment;
• 3.13 Calculate Tp,in,m,cf and Tp,out,m,cf from the water-side

convection heat transfer and the conduction heat transfer
of the tube;

• 3.14 If Tp,in,m,cf and Tp,out,m,cf, calculated from Step 3.13,
are not equal to the assumed values in Step 3.4, the cal-
culation of Steps 3.5–3.13 will be repeated with Tp,in,m,cf
and Tp,out,m,cf being calculated in Step 3.13 until Tp,in,m,cf
and Tp,out,m,cf are fixed;

• 3.15 Calculate the outlet moist air enthalpy by Eq. �1�
and the outlet water temperature by Eq. �2�; and

• 3.16 If the outlet moist air enthalpy calculated in Step
3.15 is not equal to that assumed value in Step 3.2, the
calculation Steps 3.3–3.15 will be repeated with the out-
let moist air enthalpy calculated from Step 3.15 until the
outlet moist air enthalpy is fixed.

4. If the summation of the heat transfer rate �Q̇� for all ele-

ments is not equal to Q̇avg, hc,out will be assumed with a new
value and the calculation Step 3 will be repeated until the

summation of the heat transfer rate �Q̇� for all elements is

equal to Q̇avg.

3.1.2 Mass Transfer. For the fully wet condition, the cooling
and dehumidifying of the moist air by a cold surface involves the
simultaneous heat and mass transfer and can be described by the
process line equation �SI unit� from Threlkeld �16�

dia

dWa
= R

�ia − iwf�
�Wa − Wwf�

+ �iw,g − 2501R� �19�
and
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1

R =
hc,out

hd,outCp,a
�20�

owever, for the present fin-and-tube heat exchanger, Eq. �19� did
ot correctly describe the dehumidification process on the psy-
hrometric chart. This is because the saturated moist air enthalpy
iwf� at the mean water film temperature on the fin surface is
ifferent from that at the outside tube surface. In this regard, a
odification of the process line on the psychrometric chart corre-

ponding to the fin-and-tube heat exchangers is made. From the
nergy balance of the dehumidification, the rate equation can be
rrived at by following expression

ṁadia =
hc,out

Cp,a
dAp,out�ia,m − ir,p,out,m� +

hc,out

Cp,a
dAf�ia,m − ir,f ,m�

�21�

ote that the first term on the right-hand side denotes the heat
ransfer for the outside tube part, whereas the second term is the
eat transfer for the fin part. Conservation of the water condensate
ives

ṁa dWa = hd,out dAp,out�Wa,m − Wr,p,out,m� + hd,out dAf�Wa,m − Wr,f ,m�
�22�

ividing the equation of the heat transfer rate �Eq. �21�� by the

Fig. 5 jh and jm obtaine
quation of the mass transfer rate �Eq. �22�� yields
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dia

dWa
=

R · �ia,m − ir,p,out,m� + R · �� − 1� · �ia,m − ir,f ,m�
�Wa,m − Wr,p,out,m� + �� − 1� · �Wa,m − Wr,f ,m�

�23�

where

� =
Atot

Ap,out
�24�

By assuming a value of the ratio of heat transfer to mass transfer,
R, and by integrating Eq. �23� with an iterative algorithm, the
moist air-side convective mass transfer performance can be ob-
tained. Analogous procedures for obtaining the mass transfer char-
acteristic are given as

1. Obtain Wr,p,out,m and Wr,f ,m from ir,p,out,m and ir,f ,m from
those calculations of the heat transfer;

2. Assume a value of R;
3. Calculations are performed from the first element to the last

element, employing the following procedures:

• 3.1 Assume an outlet moist air humidity ratio;
• 3.2 Calculate the outlet moist air humidity ratio of each

element by Eq. �23�; and
• 3.3 If the outlet moist air humidity ratio obtained from

Step 3.2 is not equal to the assumed value of Step 3.1,
the calculation Steps 3.1–3.2 will be repeated.

4. If the average of the outlet moist air humidity ratio for all

om the present method
elements of the last row is not equal to the total outlet moist
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air humidity ratio, assume a new R value and the calculation
Step 3 will be repeated until the average of the outlet moist
air humidity ratio of the last row is equal to the outlet moist
air humidity ratio.

3.2 Tiny Circular Fin Under Fully Dry Condition

3.2.1 Heat Transfer. The total rate of heat transfer used in the

alculation is averaged from the air side �Q̇a� and the water side

Q̇w� as shown in Eq. �3�. For the fully dry condition, the overall
eat transfer coefficient, UT, is based on the temperature differ-
nce and given as follows

Q̇dry = UTAtot�Tm,cfF �25�

he term of �Tm,cf can be shown as

�Tm,cf = Ta,m,cf − Tw,m,cf �26�

ccording to Bump �17�, for the counter flow configuration, the
ean temperature difference is

Ta,m,cf = Ta,in +
Ta,in − Ta,out

ln�Ta,in − Tw,out

Ta,out − Tw,in
� −

�Ta,in − Ta,out��Ta,in − Tw,out�
�Ta,in − Tw,out� − �Ta,out − Tw,in�

Fig. 6 Comparison between pre
�27�

ournal of Heat Transfer
Tw,m,cf = Tw,out +
Tw,out − Tw,in

ln�Ta,in − Tw,out

Ta,out − Tw,in
� −

�Tw,out − Tw,in��Ta,in − Tw,out�
�Ta,in − Tr,out� − �Ta,out − Tw,in�

�28�

In the analysis, F can be approximated to unity. The overall heat
transfer coefficient is related to the individual heat transfer resis-
tances, which are the water-side thermal resistance for the convec-
tion heat transfer, the thermal resistance of the tube �including
very tiny collar� for the conduction heat transfer, and the air-side
thermal resistance as follows

1

UT
=

Atot

hc,inAp,in
+

Atot ln�Dp,out

Dp,in
�

2�kpLp
+

1

hc,outAp,out

Atot
+

hc,outAf� f ,dry

Atot

�29�

The water-side heat transfer coefficient is determined from the
Gnielinski semi-empirical correlation �19�. The dry fin efficiency
�� f ,dry� is based on the temperature difference shown as

� f ,dry =
Ta,m,cf − Tf ,m,cf

Ta,m,cf − Tp,out,m,cf
�30�

The dry fin efficiency for a circular fin is determined by the for-

ted data and experimental data
dic
mula proposed by Kern and Kraus�21� as follows
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1

� f ,dry =
2ri

Mm�ro
2 − ri

2�

K1�Mmri�I1�Mmro� − K1�Mmro�I1�Mmri�

K1�Mmro�I0�Mmri� + K0�Mmri�I1�Mmro��
�31�

here

Mm =	2hc,out

kft
�32�

n algorithm for solving the heat transfer characteristic for the
ully dry condition is given as follows:

1. Based on the information, calculate the average heat transfer

rate �Q̇avg� using Eq. �3�;
2. Assume a hc,out for all elements;
3. Calculate the heat transfer characteristic for each segment

Fig. 7 jh and jm obtaine
with the following procedures:

262 / Vol. 129, SEPTEMBER 2007
• 3.1 Calculate the tube-side heat transfer coefficient of hi
using Eq. �11�;

• 3.2 Assume an outlet-air enthalpy of the calculated seg-
ment;

• 3.3 Calculate Ta,m,cf and Tw,m,cf by Eqs. �27� and �28�;
• 3.4 Calculate 1 /hc,inAp,in and ln�Dp,out /Dp,in� /2�kpLp;
• 3.5 Calculate the � f ,dry using Eq. �31�;
• 3.6 Calculate UT from Eq. �29�;
• 3.7 Calculate Q̇dry from Eq. �25� of this segment;
• 3.8 Calculate the outlet-air enthalpy and the outlet-water

temperature from Q̇dry obtained in Step 3.7; and
• 3.9 If the outlet-air enthalpy obtained in Step 3.8 is not

equal to that assumed in Step 3.2, the calculation Steps
3.3–3.8 will be repeated with the outlet-air enthalpy ob-
tained in Step 3.8 until the outlet-air enthalpy reaches a

om the present method
d fr
constant value.
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4. If the summation of the heat transfer rate �Q̇� for all ele-

ments is not equal to Q̇avg, hc,out will be assumed with a new
value and the calculation Step 3 will be repeated until the

summation of the heat transfer rate �Q̇� for all elements is

equal to Q̇avg.

3.3 Chilton–Colburn j-Factor for Heat and Mass Transfer
jh and jm). The heat and mass transfer characteristics for the
lain fin-and-tube heat exchangers from the experimentation will
e presented in the forms of the dimensionless groups

jh =
hc,out

Ga,max Cp,a
Prout

2/3 �33�

jm =
hd,out

Ga,max
Scout

2/3 �34�

Results and Discussion
The heat and mass transfer characteristics for the plain fin-and-

ube heat exchangers are presented in terms of the dimensionless
arameters jh and jm, respectively. The test results are first com-
ared with the original Threlkeld method. The comparisons are
hown in Figs. 5�a�, 5�b�, and 5�c�. For the heat transfer charac-
eristic, one can see in Fig. 5�a� that the original lumped approach
s in fair agreement with the present discretized approach �77.86%
f jh within ±20%�. However, the jh obtained by the present
ethod is slightly lower than that obtained by the Threlkeld
ethod. There are two reasons for this result. The first one is

ecause the jh obtained by the present method is based on a dis-
retized approach. In addition, the original Threlkeld method is
pplicable for fully wet surfaces only. For those data that are in
artially wet conditions, an underestimation of the wet fin effi-
iency by the lumped Threlkeld method gives rise to a higher heat
ransfer coefficient, thereby yielding a higher jh value accordingly.
or the reduced results of the mass transfer characteristic, shown

n Fig. 5�b�, one can see a much larger departure to the original
hrelkeld method relative to the present method �76.72% of jm
ithin ±30%�. This is attributed to the original Threlkeld method
eing more suitable for counter flow arrangements. By compari-
on with the tube-by-tube method proposed by Pirompugd et
l.�9�, as shown in Figs. 6�a�, 6�b�, and 6�c�, the heat and mass
ransfer characteristics obtained by the present method for the
ully wet conditions are equal to those obtained by the tube-by-
ube method. However, for the partially wet conditions, the heat
nd mass transfer characteristics obtained by the present method
re different from those obtained from the tube-by-tube method.
his is because the present method takes into account partially
et conditions, whereas the tube-by-tube method is more suitable

or fully wet conditions.
A typical plot for examination of the influence of the inlet rela-

ive humidity and the fin spacing on the heat and mass transfer
haracteristics are shown in Fig. 7. As seen in Figs. 7�a�–7�c�, the
eat transfer characteristic is relatively insensitive to the inlet rela-
ive humidity and fin spacing. For the influence of fin spacing on
he heat transfer characteristic having N=1 or N=2, Wang and
hi�22� showed that the results are different from those in fully
ry conditions. Based on the numerical simulation by Torikoshi et
Dc Dc Dc

ournal of Heat Transfer
al.�23�, they found that the vortex forming behind the tube can be
suppressed and the entire flow region can be kept steady and
laminar when the fin spacing is small enough. A further increase
of fin spacing would result in a noticeable increase of cross-stream
width of the vortex region behind the tube. As a result, the heat
transfer characteristic decreases with the increase of fin spacing
for the one-row configuration, indicating a detectable influence of
fin spacing. However, it can be seen that the effect of fin spacing
on the heat transfer characteristic is comparatively small for the
wet fin surface. Apparently it is attributed to the presence of con-
densate that provides a good air flow mixing even at larger fin
spacing. In fact, the difference in the heat transfer characteristic
becomes even more negligible when the number of tube rows is
increased. With the increase in the number of tube rows, the con-
densate blow-off phenomenon from the preceding row is blocked
by the subsequent row.

As seen in Figs. 7�d�–7�f�, the influence of the inlet relative
humidity on the mass transfer characteristics is rather small when
the fin spacing is sufficiently large ��2.0 mm�. However, at a
smaller fin spacing �sample Nos. 1–3, 6–8, and 11–13� one can
observe a slight decrease of jm when the inlet relative humidity is
increased from 50% to 90%. The slight decrease in the mass trans-
fer characteristic with the inlet relative humidity at dense fin spac-
ing may be described with the condensate retention phenomenon.
Yoshii et al.�24� conducted a flow pattern observation of the air
flow across tube bank, their results indicating that the blockage of
the tube rows by the condensate retention may hinder the perfor-
mance of the heat exchangers. Thus, one can see a slight drop in
the mass transfer characteristic. However, a considerable increase
in the mass transfer characteristic is encountered when relative
humidity �RH�=0.5 and ReDc�1000. This is attributed to the
blow-off condensate by flow inertia which makes more room for
water vapor to condense along the surface.

The dehumidifying process involves heat and mass transfer si-
multaneously. If mass transfer data are unavailable, it is conve-
nient to employ the analogy between the heat and mass transfer.
The existence of the heat and mass analogy is due to the fact that
conduction and diffusion in a liquid are governed by physical laws
of identical mathematical forms. Therefore, for an air–water vapor
mixture, the ratio of hc,o /hd,oCp,a is generally around unity. The
term in Eq. �20� is approximately equal to unity for dilute mix-
tures like water vapor in air near the atmospheric pressure �tem-
perature well below the corresponding boiling point�. The validity
of this approximation relies heavily on the mass transfer rate. The
experimental data of Hong and Webb �25� indicated that this value
was between 0.7 and 1.1, Seshimo et al.�7� gave a value of 1.1.
Eckels and Rabas �26� also reported a similar value of 1.1–1.2 for
their test results of fin-and-tube heat exchangers having plain fin
geometry. The aforementioned studies all showed the applicability
of the approximation. In the present study, we notice that the
values of hc,o /hd,oCp,a are generally between 0.6 and 1.2.

It is obvious from the test results shown that no single curve
can describe the jh and jm factors. As a result, using a multiple
linear regression technique in a range of experimental data. �300
�ReDc�5500�, the appropriate correlations of jh and jm based on
the present data are as follows
1. –1 row and fully wet condition
jh,1 = 0.6189� Sp

Dc
�−0.4176� Pl

Dc
�−0.7834� Pt

Dc
�0.9802

Re�0.3232
Sp

Dc
+0.04332

Pl

Dc
−0.07983

Pt

Dc
−0.6125� �35�

jm,1 = 0.2094� Sp �−0.3507� Pl �−1.6856� Pt �1.9988

Re�0.3264
Sp

Dc
+0.09569

Pl

Dc
−0.09808

Pt

Dc
−0.5523� �36�
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R1 = 2.8804� Sp

Dc
�0.00973� Pl

Dc
�0.6203� Pt

Dc
�−0.8043

Re�−0.0671
Sp

Dc
−0.0295

Pl

Dc
+0.00847

Pt

Dc
−0.06323� �37�

2. –1 row and partially wet condition �70% �Awet /Atpt�100% �

jh,1,p = 1.5638jh,1�Awet

Atot
�−0.5554

Re�0.1132
Sp

Dc
−0.01953

Pl

Dc
+0.003906

Pt

Dc
−0.02734� �38�

jm,1,p = 0.3384jm,1�Awet

Atot
�−0.5072

Re�0.09427
Sp

Dc
−0.00001

Pl

Dc
+0.04688

Pt

Dc
−0.00001� �39�

R1,p = 1.5165R1�Awet

Atot
�−0.04714

Re�0.02054
Sp

Dc
−0.02344

Pl

Dc
+0.03906

Pt

Dc
−0.01563� �40�

3. –2, 4 and 6 rows and fully wet condition

jh,N = 0.3301jh,1� Sp

Dc
�0.4683� Pl

Dc
�0.3549� Pt

Dc
�0.8906

Re�−0.3611
Sp

Dc
−0.01713

Pl

Dc
−0.01710

Pt

Dc
+0.2514� �41�

jm,N = 0.08575jm,1� Sp

Dc
�0.2051� Pl

Dc
�0.8187� Pt

Dc
�1.425

Re�−0.3503
Sp

Dc
−0.03997

Pl

Dc
−0.054360

Pt

Dc
+0.4086� �42�

RN = 5.0207R1� Sp

Dc
�0.1977� Pl

Dc
�−0.2889� Pt

Dc
�−1.0349

Re�0.04954
Sp

Dc
+0.01036

Pl

Dc
+0.06751

Pt

Dc
−0.2272� �43�

4. –2, 4 and 6 rows and partially wet condition �60% �Awet /Atpt�100% �

jh,N,p = 1.1833� jh,N

jh,1
��Awet

Atot
�−0.1258

Re�0.0749
Sp

Dc
−0.01844

Pl

Dc
−0.00865

Pt

Dc
−0.56937� �44�

jm,N,p = 0.4406� jm,N

jm,1
��Awet

Atot
�−0.3742

Re�0.2132
Sp

Dc
−0.03656

Pl

Dc
+0.02305

Pt

Dc
−0.4906� �45�

RN,p = 2.1662�RN

R1
��Awet

Atot
�0.2434

Re�−0.1486
Sp

Dc
+0.01579

Pl

Dc
−0.03139

Pt

Dc
−0.05805� �46�
Detailed comparisons of the proposed correlations against the
xperimental data are shown in Figs. 8�a�, 8�b�, and 8�c�. It is
ound that Eqs. �35�, �38�, �41�, and �44� can describe 96.95% of

jh within ±20%. Equations �36�, �39�, �42�, and �45� can describe
7.49% of jm within ±20%. Equations �37�, �40�, �43�, and �46�
an describe 80.92% of R within ±20%.

Conclusions
This study experimentally examines the heat and mass charac-

eristics of 18 fin-and-tube heat exchangers having plain fin ge-
metry. On the basis of previous discussions, the following con-
lusions are made:

1. A fully wet and fully dry tiny circular fin method is proposed
in this study for reducing the test results. This predictive
ability of the proposed method is superior to previous stud-
ies;

2. It is found that the reduced results for the heat transfer char-
acteristic by the present method are insensitive to changes of
the inlet humidity. The effect of the fin spacing on the mass
transfer characteristic is rather small when the fin spacing is
larger than 2.0 mm. However, at a smaller fin spacings, jm
decreases slightly when the relative humidity increases;

3. Comparatively, the heat transfer characteristic is indepen-
dent of the fin spacing. This is because the presence of con-
densate plays a role in altering the air flow pattern within the
heat exchanger, resulting in better mixing characteristics.
For N�4, the heat transfer characteristic is about the same,
even when the fin surface is partially wet;
4. For one and two row configurations, the effect of the relative

264 / Vol. 129, SEPTEMBER 2007
humidity on the mass transfer characteristic becomes more
pronounced when the partially wet condition has taken
place; and

5. Correlations are proposed for the present fin-and-tube heat
exchanger having plain fin configurations. These correla-
tions can describe 96.95% of jh within ±20%, 77.49% of jm
within ±20%, and 80.92% of R within ±15%.
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Nomenclature
Af 	 surface area of the fin, m2

Ap,in 	 inside surface area of the tube, m2

Ap,out 	 outside surface area of the tube, m2

Atot 	 total surface area that is the summation of Af
and Ap,out, m2

Awet 	 wet fin surface area, m2

bp� 	 slope of the saturated moist air enthalpy
curved between the mean inside and outside
tube surface temperatures, J kg−1 K−1

br� 	 slope of the saturated moist air enthalpy
curved between the mean water temperature
and the mean inside tube surface temperature,

−1 −1
J kg K

Transactions of the ASME



dic

J

bwf,f� 	 slope of the saturated moist air enthalpy
curved at the mean water film temperature of
the fin surface, J kg−1 K−1

bwf,p,out� 	 slope of the saturated moist air enthalpy
curved at the mean water film temperature of
the outside tube surface, J kg−1 K−1

Cp,a 	 moist air specific heat at constant pressure,
J kg−1 K−1

Cp,w 	 water specific heat at constant pressure,
J kg−1 K−1

Dc 	 collar diameter, m
Dp,in 	 inside tube diameter, m

Dp,out 	 outside tube diameter �include very tiny collar�
that is equal to the collar diameter, m

F 	 correction factor
Fp 	 fin pitch, m
f in 	 water side friction factor

Ga,max 	 moist air maximum mass velocity based on the
minimum flow area, kg m−2 s−1

hc,in 	 water side convection heat transfer coefficient,
W m−2 K−1

hc,out 	 moist air side convection heat transfer coeffi-
cient, W m−2 K−1

hc,wf,f 	 heat transfer coefficient for the heat transfer
between the moist air and fin surface,

−2 −1

Fig. 8 Comparison between pre
W m K

ournal of Heat Transfer
hc,wf,p,out 	 heat transfer coefficient for the heat transfer
between the moist air and outside tube surface,
W m−2 K−1

hd,out 	 moist air side convection mass transfer coeffi-
cient, kg m−2 s−1

I0 	 modified Bessel function solution of the first
kind, order 0.

I1 	 modified Bessel function solution of the first
kind, order 1.

ia 	 moist air enthalpy, J kg−1

ia,in 	 inlet moist air enthalpy, J kg−1

ia,m 	 mean moist air enthalpy, J kg−1

ia,m,cf 	 mean moist air enthalpy for the counter flow
configuration, J kg−1

ia,out 	 outlet moist air enthalpy, J kg−1

ir,f ,m 	 mean saturated moist air enthalpy at the mean
fin surface temperature, J kg−1

ir,f ,m,cf 	 mean saturated moist air enthalpy at the mean
fin surface temperature for the counter flow
configuration, J kg−1

ir,in 	 saturated moist air enthalpy at the inlet water
temperature, J kg−1

ir,m,cf 	 mean saturated moist air enthalpy at the mean
water temperature for the counter flow con-
figuration, J kg−1

ted data and experimental data
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ir,out 	 saturated moist air enthalpy at the outlet water
temperature, J kg−1

ir,p,in,m,cf 	 mean saturated moist air enthalpy at the mean
inside tube surface temperature for the counter
flow configuration, J kg−1

ir,p,out,m 	 mean saturated moist air enthalpy at the mean
outside tube surface temperature, J kg−1

ir,p,out,m,cf 	 mean saturated moist air enthalpy at the mean
outside tube surface temperature for the
counter flow configuration, J kg−1

iwf 	 saturated moist air enthalpy at the water film
temperature, J kg−1

iw,f 	 specific enthalpy of the saturated water liquid,
J kg−1

iw,g 	 specific enthalpy of the saturated water vapor,
J kg−1

jh 	 Colburn heat transfer group or Chilton–
Colburn j factor for the heat transfer

jm 	 Colburn mass transfer group or Chilton–
Colburn j factor for the mass transfer

K0 	 modified Bessel function solution of the sec-
ond kind, order 0

K1 	 modified Bessel function solution of the sec-
ond kind, order 1

kf 	 thermal conductivity of the fin, W m−1 K−1

kp 	 thermal conductivity of the tube, W m−1 K−1

kwf 	 thermal conductivity of the water, W m−1 K−1

kwf 	 thermal conductivity of the water film,
W m−1 K−1

Lp 	 tube length, m
ṁa 	 moist air mass flow rate, kg/s
ṁw 	 water mass flow rate, kg/s

N 	 number of tube rows
Pl 	 longitudinal tube pitch, m

Prin 	 water-side Prandtl number
Prout 	 moist air-side Prandtl number

Pt 	 transverse tube pitch, m

Q̇a 	 moist air-side heat transfer rate, W

Q̇avg 	 average heat transfer rate between the moist air
and water sides, W

Q̇w 	 water-side heat transfer rate, W

Q̇wet 	 heat transfer rate for a fully wet segment, W
R 	 ratio of the convection heat transfer character-

istic to the convection mass transfer character-
istic for the simultaneous convection heat and
mass transfer

ReDc 	 moist air-side Reynolds number based on the
collar diameter

Rein 	 water-side Reynolds number
RH 	 inlet relative humidity of the moist air

ri 	 inside fin radius for the equivalent circular fin
equal to the outside tube �include collar�
radius, m

ro 	 outside fin radius for the equivalent circular
fin, m

Scout 	 moist air-side Schmidt number
Sp 	 fin spacing, m
Ta 	 moist air temperature, K

Ta,in 	 inlet moist air temperature, K
Ta,m,cf 	 mean moist air temperature for the counter

flow configuration, K
Ta,out 	 outlet moist air temperature, K

Tdp 	 dew point temperature of the moist air, K
Tf ,b 	 fin base temperature, K
Tf ,t 	 fin tip temperature, K

Tf ,m,cf 	 mean fin temperature, K
266 / Vol. 129, SEPTEMBER 2007
Tp,in,m,cf 	 mean inside-tube surface temperature for the
counter flow configuration, K

Tp,out,m,cf 	 mean outside-tube surface temperature for the
counter flow configuration, K

Tr,m,cf 	 mean water temperature for the counter flow
configuration, K

Tw 	 water temperature, K
Tw,in 	 inlet water temperature, K

Tw,out 	 outlet water temperature, K
Tw,m,cf 	 mean water temperature for the counter flow

configuration, K
t 	 fin thickness, m

Ui 	 overall heat transfer coefficient based on the
mean enthalpy difference, kg m−2 s−1

UT 	 overall heat transfer coefficient based on the
mean temperature difference, W m−2 K−1

Wa 	 moist air humidity ratio
Wa,in 	 inlet moist air humidity ratio
Wa,m 	 mean moist air humidity ratio

Wa,out 	 outlet moist air humidity ratio
Wr,f ,m 	 mean saturated moist air humidity ratio at the

mean fin surface temperature
Wr,p,out,m 	 mean saturated moist air humidity ratio at the

mean outside tube surface temperature
Wwf 	 saturated moist air humidity ratio at the water

film temperature
ywf 	 thickness of the water film, m

� f ,dry 	 dry fin efficiency
� f ,wet 	 wet fin efficiency
�im,cf 	 logarithmic mean enthalpy difference across

the heat exchanger for the counter flow
double-pipe configuration with hot and cold
fluid enthalpies, J kg−1

�P 	 difference pressure, Pa
�Tm,cf 	 logarithmic mean temperature difference across

the heat exchanger for the counter flow
double-pipe configuration with hot and cold
fluid temperatures, K
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Heat Exchanger Efficiency
This paper provides the solution to the problem of defining thermal efficiency for heat
exchangers based on the second law of thermodynamics. It is shown that corresponding
to each actual heat exchanger, there is an ideal heat exchanger that is a balanced
counter-flow heat exchanger. The ideal heat exchanger has the same UA, the same arith-
metic mean temperature difference, and the same cold to hot fluid inlet temperature ratio.
The ideal heat exchanger’s heat capacity rates are equal to the minimum heat capacity
rate of the actual heat exchanger. The ideal heat exchanger transfers the maximum
amount of heat, equal to the product of UA and arithmetic mean temperature difference,
and generates the minimum amount of entropy, making it the most efficient and least
irreversible heat exchanger. The heat exchanger efficiency is defined as the ratio of the
heat transferred in the actual heat exchanger to the heat that would be transferred in the
ideal heat exchanger. The concept of heat exchanger efficiency provides a new way for
the design and analysis of heat exchangers and heat exchanger networks.
�DOI: 10.1115/1.2739620�

Keywords: heat exchangers, efficiency, heat exchanger efficiency, entropy minimization,
arithmetic mean temperature difference (AMTD), log-mean temperature difference
(LMTD), effectiveness-NTU
Introduction
The concept of efficiency is used in many areas, particularly

ngineering, to assess the performance of real components and
ystems. Efficiency is a comparison between the actual �real� and
deal �best� performances and is typically defined to be less than
r at best equal to 1. The ideal behavior is generally known from
odeling, and the limitations dictated by physical laws, particu-

arly the second law of thermodynamics. Knowing the ideal per-
ormance, the actual performance can be determined if expres-
ions for the efficiency as a function of the system characteristics
nd the operating conditions are known. Efficiency provides a
lear and intuitive measure of a system’s performance by showing
ow close an actual system comes to the best that it can be and if
urther improvements are feasible and justified. Despite much ef-
ort, the application of the second law to heat exchangers has not
ielded a consistent method for assessing the performance of heat
xchangers.

Two of the more widely used approaches for analyzing heat
xchangers are the log-mean temperature difference method
LMTD� and effectiveness NTU ��-NTU� method. In the LMTD
ethod

F =
q

UALMTD
�1�

here the term in the denominator is the maximum rate of heat
ransfer, which takes place in a counter-flow heat exchanger hav-
ng the same UA and the same inlet and exit temperatures as the
eat exchanger under consideration. Expressions and charts are
vailable to determine F for different heat exchangers. These cor-
elations are typically a function of two parameters P and R that
epend solely on the inlet and exit temperatures. The LMTD ap-
roach is generally used for solving heat exchanger problems
here the inlet and the exit temperatures are known and the size
f the heat exchanger is to be determined �sizing problems�.
In the �-NTU approach, the heat exchanger effectiveness is

efined as
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� =
q

Cmin�T1 − t1�
�2�

where the term in the denominator is the absolute maximum heat
that can be transferred from a fluid at T1 to another fluid at t1. This
maximum amount of heat transfer can only occur in a heat ex-
changer whose area approaches infinity. Expressions and charts
are available to determine the effectiveness of different heat ex-
changers, and are typically a function of two variables �Cr and
NTU�. The �-NTU method is mostly used in situations where the
size of the heat exchanger and the inlet temperatures are known
and the heat transfer rate and the fluid exit temperatures are
sought �the rating problem�, although sizing problems can also be
solved with this method.

The author recently introduced the concept of heat exchanger
efficiency �1–4�. The heat exchanger efficiency is defined as the
ratio of the actual rate of heat transfer in the heat exchanger �q� to
the optimum rate of heat transfer �qopt�:

� =
q

qopt
=

q

UA�T̄ − t̄�
�3�

The optimum �maximum� rate of the heat transfer is the product
of UA of the heat exchanger under consideration and its arithmetic
mean temperature difference �AMTD�, which is the difference
between the average temperatures of hot and cold fluids. The rate
of heat transfer in any heat exchanger with the same UA and
AMTD is always less than the optimum value of the heat transfer
rate ���1� �1�. Furthermore, the optimum heat transfer rate takes
place in a balanced counter-flow heat exchanger �1�.

The efficiency of a number of commonly used heat exchangers
is given by the general expression

� =
tanh �Fa�

�Fa�
�4�

where Fa, the fin analogy number, is the nondimensional group
that characterizes the performance of different heat exchangers.
This is a remarkable expression in that the efficiency of a wide
variety of heat exchangers has the same functional form as the
efficiency of a constant area insulated tip fin. The expressions for
Fa for some of the commonly used heat exchangers are given in

Table 1.

© 2007 by ASME Transactions of the ASME
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The efficiency expressions for cross flow heat exchangers are
ore complex than Eq. �4�, however, for several cross-flow heat

xchangers, Eq. �4� can still be used with a high degree of accu-
acy by using a generalized fin analogy number �2,4�. It is also
mportant to note that the parallel flow and counter-flow heat ex-
hangers represent the low and high limits of efficiency for a
iven NTU and Cr, respectively.
Figure 1 is a plot of the heat exchanger efficiency as a function

f the fin analogy number. The maximum efficiency �heat trans-
er� occurs for Fa=0, which, from Table 1, only happens for a
alanced �Cr=1� counter-flow heat exchanger, or a balanced
ounter-flow heat exchanger has the efficiency of 100%. For a
iven Fa, the efficiency is obtained from Eq. �4� or Fig. 1 and the
eat transfer can be determined from Eq. �3�.

The analogy with fins provides additional insight into the con-
ept of heat exchanger efficiency. For a constant area fin, the
fficiency is given by

� =

tanh��hp̄L2

kAx
�

��hp̄L2

kAx
� �5�

he heat transfer rate from a fin can be written as

q = �kAxhp̄ tanh� hA

�kAxhp̄
��Tb − T�� �6�

earranging Eqs. �3� and �4�, the rate of heat transfer rate for a
ounter-flow heat exchanger becomes

q =
2Cmin

1 − Cr
tanh� UA

2Cmin

1 − Cr
	�T̄ − t̄� �7�

lthough Eq. �5� indicates that increasing the fin length or the
eat transfer coefficient leads to a reduction in the efficiency of a
n, the total amount of heat transfer actually increases with in-
reasing these two parameters as seen from Eq. �6�. In the limit,

Table 1 Fin analogy numb

Counter Parallel

Fa=NTU�1−Cr�� 2 Fa=NTU�1+Cr�� 2
Fig. 1 Heat exchanger efficiency

ournal of Heat Transfer
an infinitely long fin has an efficiency of zero, even though it still
transfers a finite amount of heat. The same behavior can be seen
for a heat exchanger. As the overall heat transfer coefficient or the
area of the heat exchanger increases, the fin analogy number �Fa�
increases, leading to a reduction in the heat exchanger efficiency.
However, as can be seen from Eq. �7�, the rate of heat transfer
actually increases. Like a fin, an infinitely large heat exchanger
has an efficiency of zero, even though it transfers a finite amount
of heat.

Figure 2 is a plot of heat exchanger efficiency as a function of
capacity ratio for a given NTU �=3�. As can be seen, the effi-
ciency of a counter-flow heat exchanger increases with capacity
ratio, while the efficiency of shell and tube and parallel flow heat
exchangers actually decreases with increasing capacity ratio.

The heat exchanger efficiency is based on the arithmetic mean
temperature difference �AMTD� of the heat exchanger as the driv-
ing temperature potential and can be calculated from the knowl-
edge of the inlet temperatures �the maximum temperature differ-
ence in the heat exchanger� and NTU and efficiency through

T̄ − t̄ =
�T1 − t1�

1 + � NTU�1 + Cr

2
� �8�

Substituting from Eq. �8� in Eq. �3� results in

q = �UA�T̄ − t̄� =
1

1

� NTU
+ �1 + Cr

2
�Cmin�T1 − t1� �9�

Note that the fraction on the right hand side of Eq. �9� is the
effectiveness of the heat exchanger and thus establishes the rela-
tion between efficiency and effectiveness.

Using the concept of heat exchanger efficiency for analyzing
heat exchanger rating and sizing problems is demonstrated by two
examples �5� in the Appendix. As can be seen, both types of
problems can be conveniently solved using the concept of heat
exchanger efficiency without the need for charts or complicated
performance equations. Furthermore, the heat exchanger effi-

f various heat exchangers

Single stream Single shell

Fa= NTU� 2 Fa= NTU�1+Cr
2� 2
er o
variation with capacity ratio
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iency given by Eq. �4� is only a function of one nondimensional
ariable �Fa�, whereas effectiveness ��� depends on two param-
ters �Cr and NTU�, and the LMTD correction factor �F� depends
lso on two parameters �P and R�. The simple algebraic form of
q. �4� and its dependence on one single nondimensional group
implify heat exchanger calculations and greatly facilitate com-
arison of different heat exchangers. The concept of thermal effi-
iency provides a new and more convenient approach for analyz-
ng heat exchangers.

Like efficiency, the LMTD correction factor �F� and the heat
xchanger effectiveness ��� are also less than 1, but the efforts to
elate them to the second law have not been successful. The chal-
enge in defining a second-law-based efficiency for heat exchang-
rs is defining an ideal heat transfer process in heat exchangers.
n isentropic process is the ideal process for many components

nd is used to define isentropic efficiency. This obviously cannot
e applied to a heat exchanger whose function is to transfer heat.
ince entropy production will not be zero �notwithstanding the
nrealistic case of an infinitely large heat exchanger�, minimiza-
ion of entropy has been considered in heat exchanger analysis.

The application of this method to heat exchangers was first
roposed by McClintock �6�. Bejan �7� introduced a nondimen-
ional parameter, the number of entropy generation units Ns, as a
easure of heat exchanger irreversibility. Ns is the ratio of the

otal amount of entropy generated in the heat exchanger as a result
f irreversibilities associated with heat transfer and fluid friction,
nd the maximum capacity rate. Aceves-Saborio et al. �8� ex-
ended the irreversibility minimization method by including a
erm to account for the exergy of the heat exchanger material.

These approaches have found limited application in heat ex-
hanger design, partly due to the fact that the global optimum
ften leads to a heat exchanger with infinite area �8�. The efforts
n linking the effectiveness of a heat exchanger to its rate of en-
ropy production have also not been successful. The minimum
rreversibility does not appear to correlate with the effectiveness
f the heat exchanger, as pointed out by Shah and Skiepko �9�.
hey showed that the heat exchanger effectiveness can be maxi-
um or minimum at the minimum irreversibility operating point,

oncluding that effectiveness is not a measure of heat exchanger
eversibility �9�. The analysis presented below is to show that the
fficiency defined above is based on the second law of thermody-

Fig. 2 Heat exchanger efficien
amics. It will be shown that the minimum irreversibility is asso-
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ciated with the maximum efficiency for heat exchangers, clarify-
ing how the second law can be extended to heat exchangers.

Consider a heat exchanger having an area A and an overall heat
transfer coefficient of U, where the hot and cold fluids enter at
temperatures T1 and t1 with capacities Ch and Cc, respectively.
The heat exchanger efficiency is evaluated from Eq. �4�. The av-
erage temperature difference in the heat exchanger is fixed and is
determined from Eq. �8�. As shown above, a balanced counter
flow heat exchanger where the hot and cold fluid capacities are
equal to the Cmin of the actual heat exchanger, having the same
UA and AMTD will transfer the maximum amount of heat. The
inlet temperatures of the hot and cold fluids of the balanced
counter-flow heat exchanger are not specified; thus, infinitely
many exchangers will transfer the same maximum amount of heat.
The rest of the paper is to show among all these balanced counter-
flow heat exchangers, the one having the same temperature ratio
�t1 /T1� as the actual heat exchanger also generates the minimum
amount of entropy.

Therefore, corresponding to an actual heat exchanger, there is
an ideal balanced flow heat where the hot and cold fluid capacities
are equal to the Cmin of the actual heat exchanger. The ideal and
actual heat exchangers have the same UA, the same AMTD, and
the same inlet temperature ratio �t1 /T1�. The ideal heat exchanger
transfers the maximum amount of heat, equal to the product of UA
and AMTD, while generating the minimum amount of entropy.
Note that from Eq. �8� the inlet and exit temperatures of the fluids
in the ideal heat exchanger are different from those of the actual
heat exchanger. The expressions for the determination of the ideal
temperatures will be presented later. Based on the second law, the
ideal heat exchanger is, therefore, the most efficient �transferring
the maximum amount of heat� and least irreversible heat ex-
changer �generating the minimum amount of entropy�. This ideal
heat exchanger is the reference against which other heat exchang-
ers can be compared and their efficiency assessed.

2 Analysis
Assuming heat transfer from the surroundings to be zero, and

the specific heats to be constant, the nondimensional rate of en-

variation as with capacity ratio
tropy generation for a heat exchanger is given by �9�
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Ch
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T2

T1
+

Cc

Cmin
ln

t2

t1
−

Ch

Cmin

Rh

cp,h
ln

P2

P1

−
Cc

Cmin

Rc

cp,c
ln

p2

p1
�10�

here

� =
Ṡgen

Cmin
�11�

he first two terms can be considered as the amount of entropy
roduced due to temperature change, which is generally as a result
f heat transfer ��T�, and the last two terms are due to pressure
hange ��P�, which is generally due to flow irreversibilities, in-
luding friction.

In defining an ideal heat transfer process based on the second
aw, only irreversibilities caused by heat transfer need to be con-
idered. These account for most of the irreversibilities as the pres-
ure drop across the heat exchanger is typically small, and for
ncompressible fluids, the entropy change is only a function of
emperature. Mohamed �10� also showed that the entropy genera-
ion number due to pressure is too low compared with that due to
emperature ��P��T�, so it can be neglected. The irreversibility
ue to heat transfer is given by

�T =
Ch

Cmin
ln

T2

T1
+

Cc

Cmin
ln

t2

t1
�12�

liminating the exit temperatures

�T =
Ch

Cmin
ln�1 −

q

ChT1
� +

Cc

Cmin
ln�1 +

q

Cct1
� �13�

ubstituting for q from Eq. �8� results in

�T =
1

Cmin

Ch

ln
1 −
1

1

NTU
Cmin

Ch
�

+
1

2
�1 +

Ch

Cc
�

�T1 − t1�
T1 �

+
1

Cmin

Cc

ln
1 +
1

1

NTU
Cmin

Cc
�

+
1

2
�1 +

Cc

Ch
�

�T1 − t1�
t1 �

�14�
rom which the amount of entropy generated can be calculated.
ither the cold or the hot fluid can have the minimum capacity.
ssuming Cc=Cmin results in

�T =
1

Cr
ln
1 − Cr

1

1

NTU �
+

1 + Cr

2

�1 −
t1

T1
��

+ ln
1 +
1

1

NTU �
+

1 + Cr

2

�T1

t1
− 1�� �15�

nd assuming Ch=Cmin, Eq. �14� becomes

�T = ln
1 −
1

1

NTU �
+

1 + Cr

2

�1 −
t1

T1
��

+
1

Cr
ln
1 + Cr

1

1

NTU �
+

1 + Cr

2

�T1

t1
− 1�� �16�

he product of NTU and � for four different heat exchangers can

e obtained from Table 1 and Eq. �4� and is a function of NTU
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and capacity ratio. Therefore, the amount of entropy generated in
the heat exchanger as given by Eqs. �15� and �16� is only a func-
tion of temperature ratio, NTU, and capacity ratio.

Figure 3 is a plot of entropy generated as a function of capacity
ratio for different heat exchangers for both cases of the fluid with
minimum capacity being the hot or the cold fluid. For a given
NTU and inlet temperature ratio �0.7�, the entropy generated is a
decreasing function of capacity ratio for the three heat exchangers
shown, assuming its lowest value for the balanced flow condition.
For the conditions shown in Fig. 3�a� �NTU=3� at all capacity
ratios, the counter-flow heat exchanger is the least irreversible
heat exchanger, generating the least amount of entropy.

For the conditions shown in Fig. 3�b� �NTU=1.1� at all capac-
ity ratios, the parallel flow heat exchanger generates the least
amount of entropy. However, a parallel flow heat exchanger also
has the lowest efficiency, transferring the least amount of heat
compared to the others and hence the reason for lower generation
of entropy. As can be seen in Fig. 3, the minimum entropy is
generated for the balanced flow condition. For the balanced flow
conditions, substituting Cr=1 in Eqs. �15� and �16� and simplify-
ing, results in

��T�min = ln
�1 +
t1

T1
NTU ���1 +

T1

t1
NTU ��

�1 + NTU ��2 � �17�

that is the minimum amount of entropy generated for any heat
exchanger regardless of which fluid has the minimum capacity.
The minimum entropy generated given by Eq. �17� is plotted in
Fig. 4 as a function of the product of heat exchanger efficiency
and the number of transfer units for several temperature ratios. As
can be seen, the minimum entropy generated increases and
reaches a maximum value and then decreases as the product
� NTU increases. This was first pointed out by Tribus and re-
ported by Bejan �11� for a balanced counter-flow heat exchanger.
This behavior is sometimes referred to as the entropy generation
paradox and so far has only been reported for balanced counter-
flow heat exchangers. A number of explanations �12,13� have
been provided as to why such a behavior is observed for a
counter-flow heat exchanger.

Equation �17� shows for all balanced flow heat exchangers, and
not just counter-flow ones, that as the product � NTU increases,
the amount of entropy generated also increases to a maximum
before decreasing. For all heat exchangers under the balanced
flow condition, when NTU �=1, the entropy generation reaches a
maximum value of

��T�M = ln
�1 +
t1

T1
��1 +

T1

t1
�

4
� �18�

Since the efficiency of a balanced counter-flow heat exchanger is
1, maximum entropy generation for a counter-flow heat exchanger
happens at NTU=1, which confirms the results of Bejan �11�.
Substituting efficiency expressions of shell and tube and parallel
flow heat exchangers in Eq. �17� shows that the maximum for a
shell and tube heat exchanger occurs at NTU=1.2455, and for a
parallel flow heat exchanger at NTU→�.

Figure 5 shows the variation of the minimum entropy generated
�Eq. �17�� normalized by its maximum �Eq. �18�� for three types
of heat exchangers for a given value of the temperature ratio �0.1�.
For each value of NTU, efficiency is calculated from the expres-
sions of Table 1, under the balanced flow condition. The general
behavior seen in Fig. 5 is valid for all temperature ratios. The
region near the point of maximum entropy is magnified to show
the details of the behavior near this point. As can be seen, at a
given NTU�1.2, a balanced counter-flow heat exchanger gener-
ates less entropy compared to the other heat exchangers, even
though, having a higher efficiency, it transfers more heat. For

small values of NTU, parallel flow or shell and tube heat exchang-
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rs generate less entropy than the counter-flow heat exchanger,
ue to their low efficiency �Fig. 2� and low heat transfer rates.

The minimum amount of entropy generated for a balanced
ounter-flow heat exchanger ��=1� is obtained from

��T�min = ln
�1 +
t1

T1
NTU��1 +

T1

t1
NTU�

�NTU + 1�2 � �19�

he point where the crossover, for example, for parallel flow ex-
hanger, occurs is found by equating Eq. �17� evaluated for bal-

Fig. 3 Entropy generation with capa
nced counter-flow heat exchanger ��=1� to the same equation,
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evaluated for a balanced parallel flow heat exchanger ��
�tanh NTU/NTU�

�1 +
t1

T1
NTU��1 +

T1

t1
NTU�

�NTU + 1�2

=
�1 +

t1

T1
tanh NTU��1 +

T1

t1
tanh NTU�

�tanh NTU + 1�2 �20�

y ratio for different heat exchangers
cit
Equation �20� simplifies to
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NTU tanh NTU = 1 �21�

hich results in the solution NTU=1.199679�1.20. Note that at
he crossover point, the parallel flow heat exchanger has an effi-
iency �=0.69%.

There is only one ideal heat exchanger corresponding to the
pecified heat exchanger under consideration. It is also helpful to
urther explore the idealized heat exchanger. As mentioned before,

Fig. 4 Variation of entropy generat
exchangers

Fig. 5 Scaled entropy generation

exchangers
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the ideal heat exchanger is a balanced counter-flow one, having
the same UA as the actual heat exchanger where the hot and cold
fluid capacities are equal to the Cmin of the actual heat exchanger.
The ideal and actual heat exchangers have the same AMTD, and
the same temperature ratio �t1 /T1�. The ideal heat exchanger has
an efficiency of 1 and transfers the maximum amount of heat
given by

with � NTU in balanced flow heat

iation with NTU for different heat
ion
var
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q = UA�T̄ − t̄� �22�
nd generates the minimum amount of entropy given by Eq. �19�.
he inlet and exit temperatures of the ideal heat exchanger �opti-
um values� are higher than those of the actual heat exchanger.
sing Eqs. �8� and �9�, it can be shown that they can be deter-
ined from

t1
o*

=
t1
o

�1 + NTU��T̄ − t̄�
=

t1

T1

1 −
t1

T1

�23�

t2
o*

=
t2
o

�1 + NTU��T̄ − t̄�
= t1

o* +
NTU

1 + NTU
�24�

T1
o* =

T1
o

�1 + NTU��T̄ − t̄�
= 1 + t1

o* �25�

T2
o* =

T2
o

�1 + NTU��T̄ − t̄�
= t1

o* +
1

1 + NTU
�26�

he closer the inlet and exit temperatures of the actual heat ex-
hanger are to their optimum values, the closer the heat exchanger
s to its ideal performance. Equation �23� is plotted in Fig. 6, and
epresents the ideal nondimensional inlet temperature of the cold
uid. The temperature ratio for Examples 1 and 2 is t1 /T1
0.668, where temperatures are in Kelvin. The inlet and exit tem-
eratures of the ideal heat exchanger can be determined from Eqs.
23�–�26�. For example, the optimum inlet temperature of the cold
uid is 40.7°C as compared to the actual temperature of 16°C.
The methodology described in this paper can also be used for

ptimization of heat exchangers, by defining an objective function
nd relaxing one or more of the specified parameters, like the heat
xchanger type, U, A, inlet temperatures, etc., but is beyond the

Fig. 6 Variation of the ideal tempera
ratio
cope of the present work.
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3 Conclusions
The heat exchanger efficiency is defined as the ratio of the

actual heat transfer in a heat exchanger to the optimum heat trans-
fer rate. For some of the commonly used heat exchangers, the
efficiency expressions have the same simple algebraic function,
similar to the efficiency of a constant area fin with an insulated tip
and are a function of a single nondimensional parameter called a
fin analogy �Fa� number. For a given heat exchanger and its op-
erating condition, there exists an ideal heat exchanger, which
transfers the maximum amount of heat and generates the mini-
mum amount of entropy. The actual heat transfer from the heat
exchanger is obtained by multiplying its efficiency and the opti-
mum heat transfer rate, given by the product UA and the arith-
metic mean temperature difference. The ideal heat exchanger also
generates the minimum amount of entropy. The concept of heat
exchanger efficiency provides a new and more convenient way for
the design and analysis of heat exchangers and heat exchanger
networks.

Nomenclature
A � heat exchanger surface area, m2

Ax � fin cross section area, m2

AMTD � arithmetic mean temperature difference;

AMTD= �T̄− t̄�
Cc � heat capacity rate of the cold fluid Cc= �ṁcp�c

Ch � heat capacity rate of the hot fluid Ch= �ṁcp�h

Cmin � minimum heat capacity rate =min�Cc ,Ch�
Cmax � maximum heat capacity rate =max�Cc ,Ch�

cp � constant pressure specific heat
Cr � capacity ratio Cr= Cmin�Cmax
F � LMTD correction factor

Fa � fin analogy number
h � heat transfer coefficient

es as a function of the temperature
tur
k � thermal conductivity
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L � length
LMTD � log-mean temperature difference; LMTD= ��T1

− t2�− �T2− t1�� / ln��T1− t2�� / �T2− t1��
NTU � number of transfer units NTU=UA /Cmin

P � pressure of hot fluid
p � pressure of cold fluid
P � P= �t2− t1� / �T1− t1�
p̄ � circumference
q � rate of heat transfer

qopt � optimum rate of heat transfer; qopt=UA�T̄− t̄�
R � R= �T1−T2� / �t2− t1�

Ṡgen � rate of entropy production
T � hot fluid temperature
t � cold fluid temperature

T̄ � average temperature of the hot fluid T̄= �T1
+T2� /2

t̄ � average temperature of the cold fluid t̄= �t1
+ t2� /2

To � temperature of the hot fluid in the ideal heat
exchanger

to � temperature of the cold fluid in the ideal heat
exchanger

U � overall heat transfer coefficient, W/m2 K
� � heat exchanger efficiency
� � heat exchanger effectiveness �=q /Cmin�T1− t1�
� � nondimensional entropy generation rate �

= Ṡgen�Cmin

ubscripts and Superscripts
1 � inlet
2 � outlet
* � nondimensional

ppendix
Example 1. Water at a rate of 10,000 kg/hr is used to cool oil

rom 160°C to 94°C on the shell side of a single shell and four-
ube paths heat exchanger. Water having a specific heat of
182 J /kg K enters the tubes at 16°C and exits at 84°C. If the
verall heat transfer coefficient is 355 W/m2 K, determine the
eat exchanger area.

This example is based on problem 11.44 of Ref. �5� and an
xample of a sizing problem. Using the concept of heat exchanger
fficiency, the solution is found as follows:

Cc =
10,000

3600
4182 = 11,617 W/K,

q = Cc�t2 − t1� = 11,617�84 − 16� = 7.90 	 105 W

Ch =
q

T1 − T2
=

7.90 	 105

160 − 94
= 11,970 W/K ° C

q = UA��T̄ − t̄� = CminNTU ��T̄ − t̄�

NTU � =
q

Cmin�T̄ − t̄�
=

7.90 	 105

11,617�77�
= 0.8832

� =
tanh�Fa�

�Fa�

� =

tanh�NTU
�1 + Cr

2

2
�

�NTU
�1 + Cr

2�

2
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NTU
�1 + Cr

2

2
= tanh−1��NTU

�1 + Cr
2

2
�

NTU =

tanh−1�0.8832
�1 + 0 . 9712

2
�

�1 + 0 . 9712

2

= 1.030

� =
0.8832

1.030
= 0.857

A =
CminNTU

U
=

11,617 	 1.030

355
= 33.71 m2

The area for the shell and tube heat exchanger calculated here
matches the value given in the solutions manual for Ref. �5� by
using the F correction factor.

Example 2. Water at a rate of 10,000 kg/hr and 16°C with
specific heat of 4182 J /kg K is used to cool oil at 160°C in a shell
and tube heat exchanger similar to Example 1, having an overall
heat transfer coefficient of 355 W/m2 K and an area of 33.71 m2.
If Ch=11,970 W/K, determine the rate of heat transfer.

This is the reverse problem, and an example of a heat ex-
changer rating problem, typically solved using the �-NTU ap-
proach. Here the problem is solved using the concept of heat
exchanger efficiency.

Fa = NTU
�1 + Cr

2

2
= 1.030

�1 + 0 . 9712

2
= 0.718

� =
tanh�Fa�

�Fa�
= 0.857

T̄ − t̄ =
�T1 − t1�

1 + NTU ��1 + Cr

2
� =

160 − 16

1 + 1.030 	 0.857�1 + 0.971

2
�

= 77 K

q = UA��T̄ − t̄� = 355 	 33.71 	 0.858 	 77

= 7.90 	 105 W
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Experimental Study and
Genetic-Algorithm-Based
Correlation on Shell-Side Heat
Transfer and Flow Performance of
Three Different Types of
Shell-and-Tube Heat Exchangers
The heat transfer and pressure drop of three types of shell-and-tube heat exchangers, one
with conventional segmental baffles and the other two with continuous helical baffles,
were experimentally measured with water flowing in the tube side and oil flowing in the
shell side. The genetic algorithm has been used to determine the coefficients of correla-
tions. It is shown that under the identical mass flow, a heat exchanger with continuous
helical baffles offers higher heat transfer coefficients and pressure drop than that of a
heat exchanger with segmental baffles, while the shell structure of the side-in-side-out
model offers better performance than that of the middle-in-middle-out model. The pre-
dicted heat transfer rates and friction factors by means of the genetic algorithm provide
a closer fit to experimental data than those determined by regression analysis. The pre-
dicted corrections of heat transfer and flow performance in the shell sides may be used in
engineering applications and comprehensive study. It is recommended that the genetic
algorithm can be used to handle more complicated problems and to obtain the optimal
correlations. �DOI: 10.1115/1.2739611�

Keywords: heat transfer, pressure drop, shell-and-tube heat exchanger, experimental
study, genetic algorithm, regression analysis, correlations
ntroduction
Heat exchangers are important apparatuses for heat and mass

xchange employed in the fields of refrigeration engineering, oil-
efinery engineering, chemical engineering, environmental protec-
ion, electric power plants, and so on. Generally speaking, the
raction of heat exchanger investment to total investment is about
0% to 20% in oil-refineries, while 30% to 40% in chemical en-
ineering factories. It is preferable to design and manufacture heat
xchange apparatuses with high effectiveness, low energy con-
umption, and low cost. Shell-and-tube heat exchangers �STHXs�
re widely used for evaporators and condensers. In STHX, perfor-
ance of heat transfer may be improved in the shell side, where

affles are located. Segmental baffles �supporting tubes and
hanging fluid flow direction�, are commonly used in traditional
THXs. Segmental baffles make shell-side fluid to flow in a tor-

uous, zigzag manner across the tube bundles, which enhance heat
ransfer rates due to flow normal to the tube banks. In aforemen-
ioned scenario, however, there exist many problems �Kral et al.
1�, Peng �2�, Reppich and Zagermann �3�, Wang �4�, Wang et al.
5�, Xie et al. �6�, Bell �7��: �1� high pressure drop occurs due to
uid impact normal to shell wall; �2� heat transfer rates decrease
ue to flow stagnate in connection region with baffles and shell
all; �3� mass velocity decreases due to bypass and leakage, since

ccuracy of manufacture and installation is not reached; and �4�
peration time decreases due to librations from flow normal to
ube banks in high mass velocity. When the traditional segmental
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baffles are used in STHXs, higher pump power is needed to sat-
isfy higher pressure drop. Therefore, it is essential to modify the
shape of common baffles.

In 1960s, the idea of STHXs with helical baffles was proposed
�Bell �7�, Li and Kottke �8�, Naim and Bar-Cohen �9��. In STHX
with helical baffles, baffles were arranged by approximate heli-
coids, which makes the flow in the shell side continuously helical,
resulting in decrease of pressure drop and in enhanced heat trans-
fer rates in the shell side. Many new productions of this type
appeared in 1990s. Nowadays, these types of STHXs are used in
many countries such as Russia and Japan.

From 1990s, few studies on STHXs with continuous helical
baffles are reported in open literatures, while most of them are
with non-continuous helical baffles. The absence of reliable per-
formance data for STHXs with continuous helical baffles causes
difficulty for designers and engineers. Thus in this study, an ex-
perimental system has been designed, fabricated, and investigated
experimentally, and performances of heat transfer for STHXs with
different baffles have been compared.

In recent years, application of genetic algorithms �GAs� to ther-
mal engineering has received much attention for solving real-word
problems �Sen and Yang �10��. For example, the fin-tube heat
exchanger performance was predicted using GA �Pacheco-Vega et
al. �11��. Plate-fin heat exchangers were optimized by means of
GAs �Ozkol and Komurgoz �12�, Xie and Wang �13�, Mishra et al.
�14��. A new design method was proposed to optimize a STHX
from an economic point of view by GA �Selbas et al. �15��. Geo-
metrical optimization of cross-wavy and cross-corrugated primary
surface recuperators was studied via GAs �Liang et al. �16,17��.
Heat transfer correlations of compact heat exchangers were ob-

tained using GAs, to estimate their performance �Pacheco-Vega et

SEPTEMBER 2007, Vol. 129 / 127707 by ASME
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l. �18�, Pacheco-Vega et al. �19��, other applications in estimating
f the radiative properties and the surface emissivities �20�, and in
odeling phonon-phonon normal and umklapp scattering pro-

esses �21� were presented. These reports suggest that the genetic
lgorithm has a strong ability search and optimize, which can
uccessfully optimize and predict thermal problems. Therefore,
he present study has employed the genetic algorithm to correlate
nd predict the heat transfer performance, to correlate the Nusselt
umber versus Reynolds number, and the flow resistance to cor-
elate the friction factor versus Reynolds number, in the shell side
or three different types of STHXs.

xperimental System

Experimental Loop. The experimental loop, shown in Fig. 1,
as designed and fabricated at School of Energy and Power En-
ineering, Xi’an Jiaotong University. There are three sub-loops
an oil loop, a cold water loop, and a cooling water loop� for
chieving the heat exchange of the experimental loop in the
resent study. In Fig. 1, 41 is the test heat exchanger. Oil-water
by oil loop and cold water loop� or water-water �by hot water
oop and cold water loop� heat exchange is carried out in the
xperimental loop. The cooling water loop is used to cool the
eated water of the cold water loop. A more detailed description
f the experimental system and tested heat exchangers can be
ound in Ref. �2�.

Oil loop: The oil loop includes the oil-refined loop and the
xperimental loop. In the oil-refined loop, the heated oil flows in
n expanded box, elicited by a pump, and then flows into the
eater after flow in the refiner. In the experimental loop, the
eated oil is elicited by the pump, flows through the turbine flow-
eter, flows downstream through the test section, and last flows

nto the heater. The loops were switched by a valve.
Cold water loop: Water flows through turbine flowmeter by a

ump, flows through the test section of tube-side, and then flows
nto one side of the heat exchanger 12 in the cold water loop, and
ast flows into the water box.

Cooling water loop: Cooling water flows through the other side
f heat exchanger 12 by the pump, flows into the cooler, and last
ows into the water box.
In the experimental process, there are seven parameters to be
easured: inlet and outlet temperature of the oil side �shell side�,

.e., to1, to2; inlet and outlet temperature of water side �tube side�,

Fig. 1 Experimental loop. Cold-wat
electric value; 3-pump; 5-flowmeter;
transducer; 9-pressure drop transdu
13-water box; 14-heater; 15,23-va
flowmeter; 19-heater; 20-thermo c
pressure drop transducer. Oil loop:
pump; 28-electric valve; 29-flowmet
pressure transducer; 33-pressure dr
water loop: 36-water box; 37,39-va
exchanger.
.e., tw1, tw2; volume flow rate of both sides, i.e., vo ,vw; and total
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pressure drop between the inlet and outlet of the oil side. The
temperatures at the inlet and outlet of the oil side and water side
were measured by the copper-constantan thermocouples. The ac-
curacy of the thermocouple reading is estimated with 0.1°C. The
volume flow rates of the oil side and water side were measured by
turbine flowmeters, and the oil-side pressure drop was measured
by a differential pressure transducer with an error less than 0.25%.
All the digital data obtained from thermocouples, flowmeters, and
transducer were collected into the computer, and then translated
into real physical data by a data transition system. Finally, the
corresponding experimental data are saved and averaged on the
computer for data reduction.

In the experiments, once all the temperature data were stabi-
lized within 0.1°C, the system was allowed to approach the
steady state before any data were recorded and saved. The water
flow rate was fixed at a specific value, through which the water-
side Reynolds numbers were around 3000. Thus, Gnielinski’s cor-
relation can be validly used for calculation of water-side/tube-side
heat transfer and friction. Experiments were conducted with the
inlet oil temperature ranging between 50°C and 60°C, inlet water
temperature ranging between 15°C and 30°C, and oil flow rate
ranging between 0.5 and 4.5 kg/s. The uncertainty of the heat
balance between the oil side and water side was within 8%, and a
60-set of data per half-minute were averaged and saved into the
computer.

Three tested heat exchangers are shown in Fig. 2. Figure 2�a� is
a heat exchanger with segmental baffles �hereafter, this type of
heat exchanger is called as HX1�, the other two are the heat ex-
changers with continuous helical baffles, as shown in Figs. 2�b�
and 2�c�. The only difference between these latter two helical heat
exchangers is in the manner of inlet-outlet flow of the shell-side
fluid. One is middle-in-middle-out �HX2, Fig. 2�b�� and the other
one is side-in-side-out �HX3, Fig. 2�c��. The cores of HX2 and
HX3 are the same �the layouts of tubes and baffles are identical�,
the only difference between the HX2 and HX3 is the locations of
inlets and outlets of the shell-side flows. The locations of inlet and
outlet of HX2 are on the middle of the shell side, which is normal
to shell, while the positions of inlet and outlet of HX3 are on the
side of shell side, which is tangential to the shell. It should be
noted that for helical heat exchangers �HX2, HX3�, there is a
blocked center tube.

The heat exchangers are 1-2 type �one shell pass and two tube
passes�, with hot oil flowing in the shell side and cold water

loop: 1-water box; 2,10-valve; 4,11-
eater; 7-thermo couples; 8-pressure
; 12-heat exchanger. Hot-water loop:

16-pump; 17-electric valve; 18-
ples; 21-pressure transducer; 22-
-oil box; 25-heater; 26,34-valve; 27-
30-heater; 31-thermo couples; 32-

transducer; 35-expand box. Cooling
; 38-pump; 40-tower; 41-test heat
er
6-h
cer
lve;
ou
24
er;
op
lve
flowing in the tube side. The detailed values of the parameters for
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the three tested heat exchangers are shown in Tables 1 and 2.
Experiments were performed for Reynolds number ranging from
300 to 7000 on the shell side. Heat transfer rates varied from
20 kW to 50 kW. It should be noted that the diameter of center
tube in HX1 is zero because there is no center tube.

Data Reduction. The main purpose of the data reduction is to
determine the shell-side heat transfer and friction characteristic,
i.e., Nu and f , of the heat exchangers from the data, which re-
corded at steady state conditions during the each test run, and to
find out corresponding power-law correlations of Nu versus Re,
and f versus Re for each heat exchanger. The average values of
the inlet and outlet temperatures of the oil side and water side
were used to evaluate the physical properties of oil and water,
respectively.

The oil-side/shell-side heat transfer rate can be given as

Qo = mocp,o�to1 − to2� �1�

where the oil mass flow rate m is obtained from the volume flow
rate multiplying corresponding density, as is the water mass flow
rate. The water-side heat transfer rate can be given as

Qw = mwcp,w�tw1 − tw2� �2�
Thus, the total rate of heat transfer used in the calculation is the

average of the oil side and water side as follows:

Qave = �Qo + Qw�/2 �3�

and the heat transfer balance can be determined by

� = 100 %
�Qo − Qw�

Qave
�4�

The oil-side heat transfer coefficient ho is determined from the
overall heat transfer resistance relationship

1

U
=

1

ho
+ Ro +

do

2kwall
ln

do

di
+

do

di

1

hw
+ Rw �5�

where do and di are outside and inside diameters of the tube,
respectively. Because of the new test heat exchanger, the fouling
resistances are neglected, that is, Ro=Rw=0. The overall heat
transfer coefficient U can be determined from

U =
Qave

A�tm
�6�

where the heat transfer area A is based on the area outside tubes,

A = �dolN �7�

where, l and N are the length of tube and the number of tubes,
respectively. The logarithmic-mean temperature difference �tm is
determined by

�tm = F�tc �8�

where F is the correction factor and �tm is the counter-flow
logarithmic-mean temperature difference. They can be determined

ters for test sections †2‡

, Number of
baffles

Diameter of center
tube, mm

7 NA

9 48

9 48
Table 1 Geometrical parameters of heat exchangers †2‡

arameters Value

nner diameter of shell, mm 207
uter diameter of tube, mm 10

nner diameter of tube, mm 8
rrangement of tube Triangle
ffective length of tube �l�, mm 620
umber of tubes �helical� 158
umber of tubes �segmental� 176
uter diameter of inlet tube in water side, mm 57

nner diameter of inlet tube in water side, mm 50
uter diameter of outlet tube in water side, mm 57

nner diameter of outlet tube in water side, mm 50
uter diameter of inlet tube in oil side, mm 57

nner diameter of inlet tube in oil side, mm 50
uter diameter of outlet tube in oil side, mm 57

nner diameter of outlet tube in oil side, mm 50
ength of heat exchanger �L� mm 670
Table 2 Geometrical parame

Test section
Spiral pitch

mm

HX with segmental baffles �HX1� 70

HX with continuous helical baffles,
middle-in-middle-out �HX2�

48

HX with continuous helical baffles,
side-in-side-out �HX3�

48
SEPTEMBER 2007, Vol. 129 / 1279
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y

�tc =
�to1 − tw2� − �to2 − tw1�

ln� to1 − tw2

to2 − tw1
� �9�

F =

ln� 1 − P

1 − PR
�

ln�2 − P�1 + R − �R2 + 1�

2 − P�1 + R + �R2 + 1�
� �10�

P =
tw1 − tw2

to1 − Tw2
R =

to1 − to2

tw1 − tw2
�11�

The water-side/tube-side heat transfer coefficient hw is evalu-
ted from the semi-empirical correlation of Gnielinski �22�:

hw = � kw

di
� �fw/8��Re − 1000�Pr

1 + 12.7�fw/2�Pr2/3 − 1�
	1 + �d1

l
�2/3
 �12�

here the friction factor is given by

fw = �1.82 log10 Re − 1.64�−2 �13�

here the water-side Re=�udi /�.
Thus, the oil-side heat transfer coefficient ho can be calculated

rom Eq. �4�, and then the Nusselt number Nu can be calculated
y

Nu = ho
do

ko
�14�

For simplicity, the flow friction characteristic can be presented
n terms of f-factors as follows

f =
2�P

�umax
2

do

L
�15�

here L is the effective length of the heat exchanger, and umax is
he velocity at the minimum free flow area, and can be determined
y

For HX1:

A = Bds�1 − do/S� �16�
For HX2 and HX3

A = �1 − B/ds�Bds�1 − do/S� �17�
The uncertainty of measured temperature difference, flow rate,

eat transfer rate, and heat transfer coefficient are less than 1.8%,
.14%, 2.5%, and 3.7%, respectively. Typical uncertainty of the
hell-side heat transfer coefficient is about 15.64 W/m2 k. The
aximum and minimum uncertainties for pressure drop are

55.9 Pa and 190 Pa, respectively.

Correlations for Friction Factor and Nusselt Number. The
xperimental data are often compressed into dimensionless corre-
ations as follows:

Nu Pr−1/3 = � Re� f = � Re	 �18�
So far, Eq. �18� has been used to correlate the average heat

ransfer rate and pressure drop �experimental data�. Engineers use
q. �18�, which covers the ranges of the parameters for the same

ype of exchangers. The dimensional values for heat transfer co-
fficient and friction factor are used in practical design and/or
peration. The coefficients � ,� ,�, and 	 in Eq. �18� can be de-
ermined by regression analysis or by importing into post-software
uch as ORIGIN, MATLAB, etc. It is possible that the traditional
ethod, i.e., regression analysis, is not the best method to corre-

ate the experimental data, and thereby the errors may not be
inimum. Therefore, some other new methods have to be found

or correlating the data.

The genetic algorithm was developed about two decades ago
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and is now widely used in various research areas, since it has a
powerful ability for global search and optimization of complex
systems. In this paper, the genetic algorithm has been used to
search for the numerical values of constants in Eq. �18�, for closer
fitting to experimental data.

Genetic Algorithm

Simple Descriptions. The genetic algorithm is maintained by a
population of parent individuals that represent the latent solutions
of a real-world problem. Figure 3 shows the flowchart of the
genetic algorithm. Each individual is assigned a fitness based on
how well each individual fits in a given environment, evaluated by
survival of the fitness. Fit individuals go through the process of
survival selection, crossover, and mutation, creating a next gen-
eration, called child individuals. A new population is therefore
formed by selection of good individuals from parent and child
individuals. After some generations, the algorithm is converged to
the best individual, which possibly represents the best solution of
the given problem. More details about the description of the ge-
netic algorithm can be found in many books �Goldberg �23�;
Michalewicz �24��.

Variables Ranges. A binary string is adopted for encoding the
variables of a given model. Two coefficients of correlations were
assigned to vary between �−1,1�. Considering the ability of com-
puters to handle bit operations and engineering applications, the
computational precision is set to four decimals �0.0001�. Thus, a
coefficient needs a 15-character binary, and an individual coeffi-
cient of a model needs a 30-character binary.

Fitness Function. The conventional genetic algorithm deter-
mines the global maximum value in search spaces; however, the
objective of the present correlation and prediction is to make the
deviation minimum between the predicted and the experimental
results. Thus, when searching the coefficients � and � in Eq. �18�,
a fitness function should be given as follows:

Fit =
CQ

� 1

M �
i=1

M

�Qp − Qe�2

�19�

where CQ is a constant and its value is assigned 5000; i.e., about
10% of maximum heat transfer rate �2�. M refers to the number of
experimental data. Qe and Qp refer to experimental and predicted
heat transfer rates, respectively. The flowchart of prediction is
shown in Fig. 3. Note that global maximum fitness corresponds
minimum deviation leading to the best predicted heat transfer rate.
Calculation of heat transfer rate can be found in Ref. �2�. When
searching the coefficients � and 	 in Eq. �18�, another fitness
function should be given as follows:

Fit =
Cf

� 1

M �
i=1

M

�fp − fe�2

�20�

In this case, Cf is assigned 0.05, about 10% of maximum friction
factor �2�.

Genetic Operators and Parameters. In the present study,
tournament selection, uniform crossover, and one-point mutation
were selected. Niching and elitism were adopted �Carroll �25,26�;
Michalewicz �27��. The size of the population and maximum evo-
lution generation were set to 20 and 1000, respectively. The prob-
ability of crossover and mutation were set to 0.5 and 0.005, re-
spectively. The selection of genetic parameters is a trial-and-error
process, and with the variation of these parameters, results are not
exactly identical but are very close to one another. On the other
hand, in this study the selection of genetic parameters and opera-

tors is based on the previous recommendations �25,26�.
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esults and Discussion
The Nusselt number versus Reynolds number in the shell side

f the three heat exchangers is shown in Fig. 4. The points refer to
xperimental data, while the lines refer to approximate lines fitted
y the genetic algorithm. For all three heat exchangers, it can be
een that the Nusselt number increases with the increase of the
eynolds number. Heat transfer coefficients of three heat ex-
hangers versus mass flow rate are shown in Fig. 5. It can be
ound that, under identical mass flow rates, heat transfer coeffi-
ients of both HX2 and HX3 are higher than that of HX1. This
ifference increases with the increase in mass flow rate. The heat
ransfer coefficient of HX3 is slightly higher than that of HX2.

Fig. 3 Flow chart of genetic a
Fig. 4 Heat transfer performance for three heat exchangers

ournal of Heat Transfer
The friction factor number versus Reynolds number in the shell
side of the three heat exchangers is shown in Fig. 6. Again, the
black solid points refer to experimental data while the lines refer
to approximate lines fitted by the genetic algorithm. For all three
heat exchangers, it can be seen that the friction factor decrease
with the increase of the Reynolds number. The total pressure drop
versus the mass flow rate in the shell side of the three heat ex-
changers is shown in Fig. 7. It can be seen that, under identical
mass flow rates, pressure drops of both HX2 and HX3 are higher
than that of HX1. The difference is higher at higher mass flow
rates. The pressure drop of HX2 is slightly higher than that of
HX3.

rithm and thermal prediction
Fig. 5 Heat transfer coefficient versus flow rate
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The evolution process for the fitness is shown in Fig. 8. At the
eginning of evolution process �less than about 20 generations�,
he differences between every individual are relatively large,
hich in turn leads to the individuals with low fitness being elimi-
ated and individuals with higher fitness being saved. After cer-
ain generations �larger than about 100 generations�, the variation
f fitness for minimum deviation is small, finally approaching to a
onstant value. The predicted Nusselt number versus experimental
usselt number of the three heat exchangers is shown in Fig. 9. In

he figure, the middle straight line indicates that the predicted
esults agree perfectly with the experimental data. It can be ob-
erved that the predicted Nusselt numbers obtained by the genetic
lgorithm are quite close to the experimental data. All the devia-
ions are less than 10% and the maximum deviation is 9.6%.

The predicted heat transfer rate versus experimental data of the
hree heat exchangers is shown in Fig. 10. In this figure, GA refers
o the results obtained by genetic Algorithm, while RA refers to
he results fitted by regression analysis �2�. From these figures, it
an be seen that the predicted data �+� obtained by genetic algo-
ithms are closer to experimental data than that by regression
nalysis ���, because most of predicted results are much closer to
he middle straight line, which represents the best agreements with
he experimental data.

In order to compare the results obtained by genetic algorithm
ith that by regression analysis �2�, two factors, i.e., R and 
, are
efined as

Fig. 6 Flow friction performance for three heat exchangers
Fig. 7 Pressure drop versus flow rate

282 / Vol. 129, SEPTEMBER 2007
RiQ = �Qp

Qe�
i

and Rif = � fp

fe�
i

�21�

RQ =
1

M �
i=1

M

RiQ and Rf =
1

M �
i=1

M � fp

fe� �22�

Fig. 8 Evolution process of maximizing fitness
Fig. 9 Predicted Nusselt number versus experimental data
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Q =��
i=1

M
�RQ − RiQ�

M
and 
 f =��

i=1

M
�Rf − Rif�

M
�23�

he two factors, i.e., R and 
, are important evaluation factors,
hich quantitatively reflect the order of agreement between the
redicted results and the experimental results. Sen and Yang �10�
tated that the R represented the average accuracy of the predicted
esults, while 
 represented the scatter of the prediction. The val-
es of R and 
 for three heat exchangers are listed in Table 3,
here the results obtained by GA and the ones by RA are com-
ared. It can be seen that the values of R by GA are closer to unity
han those by RA, and the 
 by GA is smaller than that by RA.
his shows that the predicted results by GA are much better than

hose by RA �2�.
The predicted friction factor versus experimental friction factor

f three heat exchangers is shown in Fig. 11. It can be observed
hat, the predicted friction factors obtained by GA are well close
o the experimental data. Most of all deviations are less than 10%,
nd only three of the deviations are about 13% �the number of
atapoints is 39�.

The predicted coefficients of correlations, determined by re-
ression analysis �RA� and by the genetic algorithm �GA�, are
isted in Table 4. Such correlations of heat transfer and flow per-
ormance in the shell sides may be used in engineering applica-
ions and comprehensive study; for example, engineers may bor-
ow them to design STHXs with segmental or continuous helical
affles, or researchers may use them to optimize corresponding
THXs under a valid range of parameters.
The cross-sectional area in the shell side of HX2 or HX3 is

maller than that of HX1, because there is a blocked center tube.
n this result, under identical mass flow rate conditions, higher
uid velocity occurs in the shell side of HX2 or HX3, in turn

ig. 10 Predicted heat transfer rates versus experimental data
f three exchangers

Table 3 Quantitative comparison of predicted results

HX1 HX2 HX3

Q
Obtained by RA �2� 0.971386 0.93746 0.988464

Obtained by GA 1.027565 1.045204 1.016262

Q
Obtained by RA �2� 0.02184 0.01982 0.02452

Obtained by GA 0.00512 0.00991 0.00868

f
Obtained by RA �2� 1.005584 0.997579 0.988199

Obtained by GA 0.999171 0.999466 0.988733

f
Obtained by RA �2� 0.01714 0.03832 0.08637

Obtained by GA 0.01710 0.03566 0.07197
ournal of Heat Transfer
leading to higher consumption of pressure drop than that of HX1.
On the other hand, in HX2 or HX3, there is no sluggish region
and shell fluid does not flow normal to tube bundles. The fluid
flows in a continuous helical manner with uniform velocity, cov-
ering and brushing the tubes, resulting in decrease of pressure
drop and in enhancement of heat transfer rates in the shell side.
The shell fluid flows from the side of the shell in HX3, improving
the manner of helical flow, in turn leading to smaller pressure drop
and higher heat transfer rate than that of HX2, in which the shell
fluid flows through the middle of the shell side.

As shown above, the heat transfer rate and the friction factor by
the genetic algorithm are closer to the corresponding real values.
This indicates that the genetic algorithm can reflect the real per-
formance better and it has advantages over RA, such as searching
and predicting. It is recommended that engineers should use the
genetic algorithm to fit and predict the experimental results, lead-
ing to further studies or engineering applications.

In engineering practice, the heat transfer rate, Q, is frequently
desired. Application of a computational intelligent method to pre-
dict performance of thermal devices has received much attention.
For example, in recent years, some researchers use artificial neural
networks to predict the performance of heat exchangers �28,29�,
where the aim is to make the predicted results closer to real per-
formance. Thus, the application of the genetic algorithm to more
engineering real-world problems can show its superiority with
searching, optimizing, and predicting, leading to further chal-
lenges.

Conclusions
In this paper the experimental system for testing the shell-side

heat transfer and pressure drop performances of shell-and-tube
heat exchangers is designed and built. Heat transfer and flow per-
formance for three kinds of heat exchanger are investigated and
compared. The genetic algorithm is also applied to correlate the
heat transfer and pressure drop performances in the shell sides.
The main conclusions are summarized as follows.

�1� Both the heat transfer coefficient and friction factor of the
three heat exchangers increase with the increase of Rey-
nolds number. Under identical mass flow rates in the shell
side, heat transfer coefficients and pressure drops in STHXs
with continuous helical baffles are higher than that of
STHXs with segmental baffles. In addition, for heat ex-

Fig. 11 Predicted friction factors versus experimental data of
three exchangers
changers with continuous helical baffles, the one with
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“side-in-side-out” inlet-outlet flow manner has better com-
prehensive performance than that with “middle-in-middle-
out” flow manner.

�2� The heat transfer rates and friction factors correlated by
means of the genetic algorithm are quite close to the ex-
perimental data. It is beneficial to use the genetic algorithm
to correlate and predict performances for complicated prob-
lems. The predicted correlations for heat transfer and flow
performance in the shell sides may be used in engineering
application and comprehensive study.
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omenclature
A � area, m2

B � pitch of baffles, m
Cf ,CQ � constant of fitness

cp � specific heat at constant pressure, J / �kg K�
di � inside diameter of tube, m
do � outside diameter of tube, m
ds � Diameter of shell, m

Fit � fitness
fe � experimental friction factor
fp � predicted friction factor by genetic algorithm

�GA�
k � thermal conductivity, W/ �m K�

m � mass flow rate, kg/s
h � heat transfer coefficient of STHX, W/ �m2 K�
l � length of tube, m

L � effective length of heat exchanger, m
M � number of experimental datapoints
N � number of tubes

Nue � experimental Nusselt number
Nup � predicted Nusselt number by GA

Pr � Prandtl number
Pop � size of population

Q � heat transfer rate, W
Qe � experimental heat transfer rate, W
Qp � predicted heat transfer rate, W

R � fouling resistance, �m2 K� /W
Rf � predicted factor for friction factors
RQ � predicted factor for heat transfer rates
Re � Reynolds number

S � distance between two centers of tube
T � evolution generation
U 2

Table 4 Predicted co

Correlations Coefficients Regression

HX1 HX

Nu=� Re� Pr1/3 � 0.106 0.0
� 0.717 0.6

f =� Re	 � 2.02 1.0

	 −0.22 −0.4
� total heat transfer coefficient, W/ �m K�

284 / Vol. 129, SEPTEMBER 2007
umax � maximum velocity at minimum free flow area,
m/s

v � volume fallow rate, m3/s

Greek Symbols
� ,� � constants of heat transfer correlation
� ,	 � constants of friction factor correlation

� � fluid density, kg/m3

� � dynamic viscosity, Pa s
�P � pressure drop in shell side, Pa
�tm � logarithmic-mean temperature difference, K

Subscripts
1 � Inlet
2 � Outlet
o � Oil side,
w � Water side

wall � tube wall
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compartmented cooling coil is a single undivided coil section
ocated in an intermediate point between the upstream and down-
tream sections of the air handling unit. A thermally insulated
etal barrier is provided for the separation of two different air

treams that are conditioned through the coil. The coolant flow
hrough the heat exchanger is such that both the air streams en-
ounter each pass of the coolant feed. This paper aims to address
he performance of a compartmented coil through the concept of
n efficiency. The compartmented coil geometry involves two dis-
inct sets of air-side characteristics coupled with one set of
oolant-side characteristics and it is practically difficult to obtain
he values of fin efficiency through empirical measurements alone
ver a wide range of operating conditions. Hence, the conven-
ional methods of evaluation resort to numerical models for pre-
icting fin performance. The paper questions the validity of cer-
ain fundamental assumptions based on which conventional
odels have been formulated to obtain the local heat transfer

oefficient values. A simplified numerical model is formulated and
valuated using a Monte Carlo simulation approach. Perfor-
ance curves across all ranges of input values are presented and

mpirical results are used to validate these curves at intermediate
alues. Results show that air face velocity and surface tempera-
ure at a given point on the fin has significant impact on the heat
ransfer coefficient. It is also shown that for a given fin height of
.5 mm, the assumption of an average heat transfer coefficient as
alculated from the LMTD method could vary significantly up to
0% from the predicted results. �DOI: 10.1115/1.2740662�

eywords: compartmented cooling coil, fin efficiency, Monte
arlo simulation, numerical model
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Introduction
Performance of cooling and dehumidifying coils is the key fac-

tor underlying the design of a typical air handling unit. A number
of performance evaluation criteria including fin efficiency �1�, fin
resistance number �2�, enhancement factor �3�, augmentation fac-
tor �4�, energy index �5� and many others have been developed
through past research works. However, it is seen that the concept
of “fin efficiency” is the widely accepted performance index. Al-
though past research efforts have formulated expressions for cal-
culating dry and wet fin efficiencies, there is scope to refine the
concept because of the underlying assumptions in such formula-
tions by Gardner �1�, McQuiston �6�, Huang and Shah �7�. It has
been shown that the deviations of the actual fin efficiency from
the predicted values, when such violations are considered, ranges
from 3% to 50% depending on the assumption violated �8� which
becomes even more significant in a compartmented cooling coil
�9�. This shows the need for a more comprehensive formulation
for fin efficiency. Earlier research works have identified that a
variable heat transfer coefficient could result in very high devia-
tions in the range of 3–40% in the computed fin efficiency values
�10�. Extensive studies have been made on the variability of heat
transfer coefficient on the fin surface and studies including works
of Mokheimer �10�, Kundu and Das �11�, Jambunathan et al. �12�,
Ma et al. �13�, Barrow �14�, and Brian and Wells �15� show that
there is a significant variation in the overall fin performance when
the assumption of a constant heat transfer coefficient is violated.
However, the models proposed by individual research attempts
adopt an assumed variation to the coefficient values across the fin
surface. A linear variation in the heat transfer coefficient has been
assumed in the years 1951, 1963 and 1970 �Ghai �16�, Migai �17�,
Thomas and Hayes �18��. However, it is seen that between these
years, a number of other variations including power law varia-
tions, temperature and other parameter dependent variations and
others have been attempted. A power law variation with no varia-
tion was attempted in 1960 �Han and Lefkowitz �19�� and a re-
fined model of the same was adopted by Unal �20� in 1985. There
seems to be a wide controversy in the variation pattern of the heat
transfer coefficient. However, certain parameters that affect the
h-value have been established in this process. In 1951, Ghai pro-
posed measurement of surface temperature on a small fin surface
using thermocouples to obtain the variability of the heat transfer
coefficient over the region. However, the usage of thermocouples
makes the accuracy of the measurement questionable and the
measurement was done on a scaled fin type. However, there have
been no further attempts in the available literature that uses sur-
face temperature measurement as a technique to evaluate heat
transfer coefficient. This paper uses the method of surface tem-
perature measurement on an actual compartmented coil at the 12
points shown in Fig. 1, in conjunction with the other parameters
as identified from previous studies to obtain a model for the heat
transfer coefficients. In addition, this is achieved separately across
the fresh air and the recirculated air sides of a compartmented

coil.

© 2007 by ASME Transactions of the ASME
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onte Carlo Simulation
Quantitative knowledge of random and systematic uncertainty

epresents a measure of the state of information available for a
iven set of experimental data or observable parameters and
onte Carlo simulation �MCS� method can be used to evaluate

nterdependent parameters involved in an experiment. Uncertain-
ies that are detected by repeating measuring procedures under the
ame conditions are called random errors. The experimental data
sed for the presented simulation are obtained during steady state
eriods and this minimizes the random errors. On the other hand,
he errors that are not revealed in this way are called systematic
rrors �constant bias�. In order to remove systematic errors, the
alibration of all the instruments was done to a predetermined
ccuracy level. The sensitivity of each of the input variables on
he overall results was quantified using MCS and a stepwise ad-
ition or removal of variables during a model formulation was
ttempted. It is necessary that the formulation of any model is
igorous in methodology and one of the necessary criteria for
valuation of the rigor of the model is to ensure that the model
as not formulated on assumptions based on the strictly given

ondition. MCS helped in nullifying this assumption as there is an
nherent element of randomness in generating the results and
ence a repetition of the simulation and use of an exhaustive
ange would validate the model obtained over all possible combi-
ations. The simplicity of use and the rigor the tool provides in
esting and formulating models renders it ideal to explain a com-
lex physical phenomenon like heat and mass transfer in cooling
oil. MCS has been used earlier to study the sensitivity and un-
ertainty of heat exchanger designs to physical properties estima-
ion �21�. MCS has also been used to validate existing conceptual

odels on fin efficiency and a reasonable convergence of results
ith past research works was observed �8�. In the current study,
CS was used to generate random possible combinations across

hese input variables within the range of input variables as shown
n Table 1.

esults and Discussion
MCS was used to obtain the curve profiles of dry and wet fin

fficiencies for a range of air side convective heat transfer coeffi-
ient. The results shown in Fig. 2 clearly show that an increase in
he heat transfer coefficient causes the fin efficiency to decrease. It
s also shown that the effect varies with different fin heights and
n thicknesses. The curves shown are for a particular thickness of
.6 mm which is close to that of the fin used in the experiments. It
s seen that at lower fin heights of up to 8 mm, a variation of the
eat transfer coefficient of almost three times has an insignificant
ariation in the range of only 0.03–3.71% on both the dry and wet

ig. 1 Layout of the points of surface temperature measure-
ent on the fin
n efficiencies �Table 2�. However, when the fin height increases

ournal of Heat Transfer
to 24 mm which is quite common in high fins category, the varia-
tion has a steeper slope with a difference of up to 11.58% in the
dry fins and 20.99% in the wet fins. Table 3 clearly shows that the
average difference between the dry and wet fin efficiency is also
varying across fin height and fin thicknesses apart from the inlet
relative humidity and it is higher at smaller thickness values of
around 0.2–0.4 mm. The maximum difference between the dry
and wet fin efficiencies resulting from the analysis is 19% and the

Table 1 Input variables used for MCS

Input parameters Values

Fin length perpendicular to
direction of tubes, Lf

320 mm

Fin depth in direction of air
flow, Ld

32.9 mm

Finned tube length, Lt 297 mm
Fin thickness, Y f 0.7 mm
Fin thermal conductivity, kf 221 W/m K
Length of the external collar, Lc 3.175 mm
Fin height, b 9.850 mm
Fin spacing �for 9 fins/ in.� 3.175 mm
Tube outside diameter, Do 16.85 mm
Total number of tubes in the
coil, Nt

9 nos.

Number of holes in the plate
fins, Nh

9 nos.

Number of fins in net finned
tube length, NfT

9 nos.

Flow Rate of Air, a Fresh air: 349–688 cm h
Recirculated air: 701–1129 cm h

Density of air, � Fresh air: 1.164–1.170 kg/m3

Recirculated air: 1.178–1.180 kg/m3

Entering air dry bulb Fresh air: 28.6–30.2°C
temperature, t1 Recirculated air: 26.0–26.6°C
Leaving air dry bulb Fresh air: 22.9–25.0°C
temperature, t2 Recirculated air: 21.2–22.6°C
Coil surface temperature at air Fresh air: 10.33–19.05°C
entry, ts1 Recirculated air: 9.84–17.31°C
Coil surface temperature at air Fresh air: 10.33–19.05°C
exit, ts2 Recirculated air: 9.84–17.31°C
Coil base temperature at air Fresh air: 9.73–13.27°C
entry, ts1 Recirculated air: 9.27–13.25°C
Coil base temperature at air Fresh air: 9.73–13.27°C
exit, ts2 Recirculated air: 9.27–13.25°C
Air humid specific heat, cp 1018 J / �kg K�

Fig. 2 Heat transfer coefficient versus dry fin efficiency for a

fin thickness of 0.6 mm
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alue is far above the 12% as suggested by McQuiston �6�. An
dvanced sensitivity analysis was done on the data and it was
ound that the sensitivity of change to heat transfer coefficient was
he highest �0.3% change for every 1% change in h-value� at the
mallest thickness �0.2 mm� and the greatest fin height �24 mm�
nd the results showed consistent pattern as seen in Table 4.

Log mean temperature difference method �LMTD method�
dentifies the geometry of the coil, inlet air Dry Bulb Temperature
DBT�, outlet air DBT, fin surface temperature at the entry and the
xit as well as the sensible heat capacity as functions underlying
he computation of h-value. Values of the heat transfer coefficient
ere computed from the values obtained from the random com-
inations of the input variables �Table 1� and the impact of every
ariable on the resulting heat transfer coefficient was studied
eparately. Results obtained from experiments were used to verify
he predictions made. Figures 3–6 clearly show the nonlinear na-
ure of the input variables on the heat transfer coefficient. The data
as then subjected to a nonlinear regression model in order to
btain the local heat transfer coefficient values with refined input
arameters namely the inlet air DBT, outlet air DBT, surface tem-
erature at a given point and the air flow rate across the compart-
ent. Fin base temperature is used to nondimensionalize the tem-

erature values. On the fresh air side:

h = 0.0223a1.144� t1 − ts

tb
�1.718� t2 − ts

tb
�−1.359

�1�

Table 3 Average percentage variat

Fin thickness
�mm� 1 4 8

0.2 0.08% 1.22% 4.87%
0.3 0.05% 0.85% 3.14%
0.4 0.04% 0.63% 2.19%
0.5 0.03% 0.43% 2.00%
0.6 0.03% 0.41% 1.64%

Table 2 Maximum variation of wet fin effi

Fin
thickness

�mm� 1 4 8

0.2 0.18% 2.75% 8.92%
0.3 0.12% 1.89% 7.05%
0.4 0.09% 1.35% 5.02%
0.5 0.08% 1.13% 3.94%
0.6 0.06% 0.97% 3.71%

able 4 Advanced sensitivity analysis for a fin thickness of
.6 mm

Fin Height

Change of fin efficiency
at every 1% change of

faD Significance

1 −0.000003 −0.0003%
4 −0.000046 −0.0046%
8 −0.000177 −0.0180%

12 −0.000378 −0.0393%
16 −0.000624 −0.0670%
20 −0.000892 −0.0993%
24 −0.001158 −0.1345%
faD�local heat transfer coefficient of a dry fin

288 / Vol. 129, SEPTEMBER 2007
On the recirculated air side:

h = 0.1466a0.849� t1 − ts

tb
�1.657� t2 − ts

tb
�−1.468

�2�

where h=local heat transfer coefficient at a given point on the fin
�W/m2 K�, a=face velocity across the compartment �m/s�, t1
=inlet air DBT �K�, t2=outlet air DBT �K�, ts=fin surface tem-
perature at the given point �K�, and tb=average fin base tempera-
ture �K�.

Local values of the heat transfer coefficient were obtained
�Table 5� at different points from the above formula separately for
the fresh air side and the recirculated air side based on experimen-
tal conditions and the average was computed. This average was
then compared with that obtained from the LMTD method and the
error �Table 6� was found to be in the similar uncertainty range as
seen from Table 2 for the given fin thickness of 0.6 mm and a fin
height of 9.58 mm �±5% �. The fin efficiency values at these dif-
ferent points are computed using the model and it was found that
the values were very close to that at the base even when the heat
transfer coefficient was doubled. This confirms the previous re-
sults obtained in Tables 2 and 3 as the height of the fin used in the

between dry and wet fin efficiency

in height �mm�

12 16 20 24

7.87% 13.15% 15.19% 19.09%
5.89% 10.35% 14.25% 16.78%
5.02% 7.97% 11.36% 12.60%
4.14% 6.83% 9.64% 11.61%
3.89% 5.34% 8.88% 10.85%

ncy with varying heat transfer coefficient

n height �mm�

12 16 20 24

18.21% 24.31% 28.10% 33.18%
12.30% 18.93% 23.25% 27.03%
10.20% 16.71% 20.96% 25.01%

8.73% 13.17% 17.09% 20.54%
7.23% 11.27% 15.82% 20.99%
ion

F

cie

Fi
Fig. 3 Airflow rate versus heat transfer coefficient
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experiment was only 9.85 mm. For that particular height, it was
seen that the variation in the heat transfer coefficient is likely to
vary the fin efficiency by a maximum of 5% and it was also
noticed that the difference between dry and the wet fin efficiency
for this particular fin geometry is 2.4%, which is negligible when
computed in terms of actual fin efficiency. This validates the re-
sults obtained from the model. However, it is to be noted that for
high fins which are more widely used in the industry, the differ-
ence resulting from adopting bulk design parameters could be
significant and this may lead to a nonoptimal design of the coil. It
is also evident for the given fin that fresh air side on which the
control on the entering conditions is less has a higher error band
than the recirculated air side. Hence it is evident that dealing with
the two air streams separately could be beneficial to the designers
for optimizing the performance of each of these air streams. Re-
sults also clearly show that the level of uncertainty in the results
obtained by LMTD method and the model increases with increase
in the air flow rate �face velocity� �Table 6� and this clearly elu-
cidates the fact that at higher face velocities, the use of bulk
values to design may result in larger errors. Earlier works on the
impact of face velocities on the heat transfer coefficient by Saboya
and Sparrow �22� is reinforced by the results and the need to
consider local variation of the h-value is established clearly from
different perspectives.

Conclusion

This study clearly shows that heat transfer coefficient is one of
the most important factors that affect the performance of a cooling
and dehumidifying coil. The classical assumption of a constant
heat transfer coefficient could lead to a totally under predicted
design of the system especially under conditions where high fins
with less thickness are used. A model has been formulated to
obtain the local values of the heat transfer coefficient and the
values are used in the Gardner’s formulation to obtain the corre-
sponding fin efficiency across the two compartments at various
points. This method overcomes the inadequacy in the previous
literature where only the mean values of both the heat transfer
coefficient as well as the fin efficiency were obtained for design
purposes. In the case of high fins, this method could be of great
significance as the method shows clearly a deviation of more than
20% in the computed values of fin efficiency when the fin is about
24 mm high. Hence, it is evident that the use of the formulations
discussed above to obtain the local values of the heat transfer
coefficient and in turn the computed average could provide a bet-
ter solution over the conventional method of using bulk values for

Table 5 Sample values of local heat transfer coefficient at dif-
ferent points on the fin surface

Points
h–fresh air

�FE�
h–return air

�RE�

1b 41.9063 89.360
1c 42.551 91.959
2b 39.743 76.922
2c 40.463 79.039
3b 40.695 83.626
3c 41.196 83.626
4b 42.383 89.360
4c 45.532 91.959
ig. 4 Outlet dry bulb temperature versus heat transfer
oefficient
ig. 5 Fin surface temperature at entry versus heat transfer
oefficient
ig. 6 Fin surface temperature at exit versus heat transfer

the design of the compartmented coil.
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m the model against experimental results on
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21.4 22.7 23.5 24.4

rface temperature at a given point on the fin surface
10.2 10.5 10.8 11.4
3.419 51.113 62.231 72.815
1.809 52.608 66.533 79.595
3.7% −2.9% −6.9% −9.3%
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ressure loss for flow of a steam-water mixture in a pebble bed is
xperimentally investigated (the first stage of the study was de-
cribed in Avdeev, et al., 2003 [High Temp., 41, pp. 371–383]).
he measurements of the care performed within the wide range of
egime parameters: pressures of 0.9–15.6 MPa, mass-flow rates
f 107–770 kg/ �m2 s� and steam quality of 0–0.49. The experi-
ental data for the pressure loss of single-phase air and water
ows were used as reference data. The final results are repre-
ented in the form of the ratio of the pressure loss for the steam-
ater flow to that for the single-phase water flow at identical
ass-flow rates. �DOI: 10.1115/1.2712862�

eywords: steam-water mixture, pebble bed, hydrodynamic coef-
cient

ntroduction
Studies of pressure loss of single-phase flows due to the hydro-

ynamical drag in a fixed pebble bed have been carried out as
arly as the 1930s �1�. The most well-known relationship for cal-
ulating the hydrodynamic coefficient is the Ergun equation �2�

� = A/Re + B �1�
dequate in the entire variation range of Reynolds numbers �3�. To
pproximate available experimental data in the region Re�100,
he dependences of the form �4�

� = C/Ren �2�

re also applicable. In �2�, n�0.2, and the coefficients A ,B ,C
epend on the porosity m of a granular layer.
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The use of modern measurement techniques, in particular, laser
Doppler anemometry �5� and the magnetic-resonance method �6�
has implied the existence of non-single-dimensional features of
flow in a pebble bed �longitudinal and transversal anisotropy of
the velocity field and spatial-periodic flows between adjacent
pebbles�. In spite of these facts, the critical analysis performed in
�7,8� has shown that simple equations �1� and �2� describe avail-
able experimental data related to the pressure loss in a pebble bed
not worse than results of numerical simulations based on the two-
dimensional approach.

A number of studies are devoted to the problem of the frictional
pressure loss of two-phase flows in a liquefied bed �9�. At the
same time, analogous experimental data for a fixed bed are virtu-
ally absent. In the present paper continuing our publication �10�,
we describe the results of the experimental investigation of the
hydrodynamic coefficient for single-phase �air, water� and two-
phase �steam-water mixture� flows in a pebble bed within a wide
variation range of pressures, mass-flow rates, and mass steam
quality.

The Experimental Setup
In our experiment, the motion of the working medium �turbine

condensate� occurred along a closed contour at a pressure of
32 MPa and temperature of 550°C. The circulation was realized
using a pump �with the maximum capacity of 25 m3/h and the
hydraulic head of 5 MPa�, the pump capacity being controlled by
the number of motor revolutions. The desired values of both the
water temperature and flow steam quality at the input to the work-
ing section of the experimental setup were provided by prelimi-
nary activated 360-kW and 65-kW electric heaters. The sketch of
the measurement section of the contour under consideration is
shown in Fig. 1. The ranges of both the mass-flow rates and the
steam qualities were significantly extended compared to the pre-
ceding study �10� �from 237 to 770 kg/ �m2 s� and from 0.24 to
0.48, respectively�.

In the preceding study, lead shots of the average diameter d
=2.033 mm and consisting of 90% of lead and 10% of antimony
were used in the pebble bed. By virtue of a possible strain of the
shots when the temperature of the working medium approached
the lead melting point, the pressure range under investigation was
restricted by the value of 3.3 MPa. In the present study, we used
polished pebbles made of stainless steel, which allowed us to
carry out the experiments up to pressures of 15.6 MPa.

The mean pebble diameter �d=2.123 mm� was determined as
the mean value of diameters for 200 randomly chosen balls whose
diameters were measured by a micrometer with the scale division
of 0.005 mm. In Fig. 2, we present photographs of the pebbles for
two indicated series of the experiment. As is clearly seen, the
replacement of lead pebbles by stainless-steel ones �the present
study� has allowed us to significantly improve the homogeneity of
the pebble bed.

The pressures at different points of the contour were determined
by manometers with the measurement ranges of 6 to 25 MPa.
Electric differential pressure gauges with the measurement range
of 10 to 400 kPa were employed as sensors of the pressure drop
in both the working segment and flow-meter devices. The upper
limit of the measurement ranges for these manometers was chosen
in such a manner that the maximum relative error in the pressure-
drop determination did not exceed ±1.5%. The error of tempera-
ture measurements by thermocouples was not worse than ±1 K.

Analysis of the Experimental Data
The mean porosity over the cross-sectional area �i.e., the vol-

ume fraction m of voids� in the pebble bed was determined by the

volume-weight method and calculated using the relationship
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m = 1 − V/V0 �3�

here V0 is the volume of the measuring vessel of the same di-
meter as the working section and V is the volume occupied by
he pebbles. The measured value of the porosity was m=0.392. �in
10�, m=0.37�. Apparently, the difference in the measured poros-
ty is explained by both the nonsphericity of lead pebbles and the
pread of their size distribution. The coolant mass flow was deter-
ined on the basis of the measured pressure drop �p at the mea-

uring diaphragm of the flow area F and was calculated by the
ormula

G = �F�2�p� , �4�

here � is the mass-flow coefficient and � is the density of fluid.
he hydrodynamical-drag coefficient was calculated for the case
f single-phase fluid flow of air and water in a pebble bed accord-

ig. 1 Sketch of the measuring section: „1… working segment,
2… lower grid, and „3… upper grid
ng to the relationship
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� =
2�p

��u2��H/d̄�
�5�

For the single-phase medium, the Reynolds number was deter-
mined as

Re = ud̄/� �6�

where � is the kinematic viscosity. The mass-flow steam quality x
at the input of the working segment was determined from the
thermal balance by the measurement of the electric load and the
thermal power of a preliminary activated heater with allowance
for the heat transfer to the environment

x =
1

L
�N

G
− cp�T� �7�

To verify the validity of the thermal balance, each of the experi-
mental series with the two-phase medium was preceded by experi-
ments with water underheated to the saturation temperature. The
heat loss from the electric-heater surface did not exceed 2% of the
total electric power and was not taken into account in Eq. �7�.

The Measurement Errors
The relative error in the determination of the volume V0

= ��d0
2 /4�H0 of the measuring vessel of diameter d0 and height

H0, which was used to measure the porosity of the pebble bed, is

�V0

V0
= 2

�d0

d0
+

�H0

H0
= 2

0.1

34
+

0.5

182
� 0.009

The relative error in the determination of the volume V=�d̄3 /6

for a single ball of diameter d̄ is

�V

V
= 3

�d̄

d̄
= 3

0.005

2.123
� 0.007

From �3�, it follows the formula for the absolute error of the
porosity measurement:

�m = �1 − m���V0

V0
+

�V

V
� � 0.01

The relative maximum error of the porosity measurements is then
�m /m�0.025. In accordance with �4�, the quantity C in Eq. �2�
has the form of a power dependence: C	m−�3¯4�. Therefore, the
measurement error can result in a rather large inaccuracy of the
determination of the quantity �, i.e., �� /�=4�m /m�0.1. It is
worth noting that this calculated deviation corresponds to the sys-
tematic error. According to the results of an additional experiment,
the relative error in the determination of the product �F was es-
timated to be 0.04. The relative error in the measurement of the

Fig. 2 Photographs of pebbles used in the pebble bed: „a…
present study and „b… Avdeev et al. †10‡
pressure drop �p was 0.015. With allowance for this fact, the
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aximum relative error in the mass-flow calculation according to
ormula �4� is

�G

G
=

���F�
�F

+
1

2
���p

�p
+

��

�
� = 0.04 +

1

2
�0.015 + 0� � 0.05

t then follows from �6� that the maximum relative error in the
etermination of the Reynolds number is

� Re

Re
=

�u

u
+

�d̄

d̄
+

��

�
= 0.05 +

0.005

2.132
+ 0 � 0.05

he maximum relative error in the determination of the hydrody-
amic coefficient is

��

�
=

��p

�p
+ 2

�u

u
+

��

�
+

�H

H
+

�d̄

d̄

= 0.015 + 2 � 0.05 + 0 +
0.5

200
+

0.005

2.132

� 0.12

verywhere above, we calculated the maximum relative error in
he determination of a certain quantity, which is rarely realized in
ractice. The calculation of the relative root-mean-square error
under the assumption on the absence of correlation dependence
etween the initial errors of the quantities entering into the calcu-
ation formula� yields considerably lesser values. In particular, the
alculated root-mean-square error in the determination of the
ydrodynamical-drag coefficient is

	� =����p

�p
�2

+ 2��j

j
�2

+ ���

�
�2

+ ��H

H
�2

+ ��d̄

d̄
�2

= 0.07

s is well known, in the use of the majority of measuring systems,
he normal distribution law takes place for random errors. The
onfidence interval of these errors is determined from the condi-
ion that this interval contains 95% of all experimental points. In
ig. 3, the experimental data are presented in the coordinates
= f�Re� for the case of single-phase fluid flows of air and
ater. Their statistical treatment leads to the following averaging
ependence

� =
112

Re0.186 �8�

n this case, 95% of the experimental points reside within the
nterval of ±14%, which coincides with the confidence interval of
he standard error: 2	�=0.14. This is an argument in favor of
he correct estimate of the error for the hydrodynamical-drag

ig. 3 Dependence of the hydrodynamic-drag coefficient on
he Reynolds number for fluid flow in the pebble bed: „1… air
nd „2… water
oefficient.

ournal of Heat Transfer
As was indicated above, the thermal-loss calculation yields Q

0.02N. The relative errors in the determination of N and G are
�N /N=0.03, �G /G=0.05, whereas the subcooling of fluid was
measured with the absolute error ��T=1 K. For maximum stud-
ied values of x �practically, for x�0.3�, the first term in the right-
hand side of �7� considerably exceeds the second term. Thus, in
this case, we arrive at

�x

x
�

�N

N
+

�G

G
= 0.08 �9�

In the region of the steam qualities close to zero, the both terms in
the right-hand side of �7� are approximately equal to each other:
N /G�cp�T. Then, as x→0, we have

�x �
cp�T

L
��N

N
+

�G

G
+

���T�
�T

� �10�

Thus, in the region of small x, the maximum absolute error in the
determination of the steam quality increases with a decrease in the
specific latent heat of evaporation �i.e., with increasing pressure�,
as well as with an increase in the subcooling of fluid at the heater
input. The calculation based on formula �10� for the minimal stud-
ied steam qualities at a pressure p=14.6–15.6 MPa yields �x
�0.01. For lower pressures, the error decreases and attains the
value �x�0.005 at p=2.0–3.0 MPa. Therefore, for low steam
qualities, the measurement error of the quantity x may be rather
large, which should be taken into account in analysis of the ex-
perimental data obtained under these conditions.

Discussion of the Results
To reveal an effect of the steam quality, mass-flow rate, and

pressure on the pressure loss of steam-water flow, the pressure
loss was represented in the form of the ratio

�p

�p0
= f�x� �11�

where �p0 is the pressure loss corresponding to the saturated-fluid
flow at the same mass-flow rate �the quantity �0 is calculated on
the basis of Eq. �8��. For flow of a homogeneous two-phase mix-
ture, we can write Eq. �11� in the form �11�

�p

�p0
= 1 + ���

��
− 1�x �12�

This implies the following approximate formula for the represen-
tation of the dependence �11�

�p

�p0
� 1 + ����

�̄�
− 1�x �13�

where � is the inhomogeneity factor. As it follows from the the-
oretical model of �9�, two-phase flow in the pebble bed within the
wide range of the steam quality is realized in the form of a ho-
mogeneous regime characterized by multiple bubble contacts with
each other and with bed pebbles. This allows us to suppose that
the inhomogeneity factor is independent of the steam quality and
of the mass-flow rate and is the function of pressure only: �
����� /���. On the basis of the assumptions made above, the
experimental points in Fig. 4 were approximated by the linear
functions �p /�p0= f�x�.

To reveal effects of pressure, the experimental data obtained
were divided in four groups: 2.0–3.0 MPa, 4.6–5.6 MPa,
8.4–10.4 MPa, and 14.6–15.6 MPa. As is seen from Fig. 4, the
relative pressure loss increases with the growth of the mass steam
quality and a decrease in pressure. The more thorough analysis of
the experimental data shows that their spread �especially signifi-
cant within the range 2.0–3.0 MPa� is explained in a great extent
by the stratification over pressure within the corresponding inter-
val. Therefore, we cannot consider the assumptions made above as

final ones: in the actual situation, the function �p /�p0= f�x� can
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ave a nonlinear character �in particular, in the region x�0.5 not
tudied in the present paper� and also can be dependent on j. To
btain more reliable information on the pressure loss for two-pase
ows in a pebble bed, we need to carry out further experimental

nvestigations and theoretical calculations.
Building models of heat transfer in boiling and two-phase flow

n porous media �9� and microchannels �12� requires knowledge
f local pressure gradients in a steam water flow. To this end, the
xperimental data on pressure drops in a pebble bed for a broad
ange of parameters obtained in the present study can be particu-
arly useful.

onclusions
As an extension of the preceding study �10�, the experimental

nvestigation is performed of the hydrodynamic coefficient for
team-water flow in a pebble bed. Compared to the study �10�, the
ariation range of regime parameters was considerably extended,
nd the significant improvement of the pebble-bed homogeneity
as attained owing to the replacement of lead balls by calibrated

teel balls. It is found that the relative pressure loss of two-phase
ow in a fixed pebble bed is independent �with allowance for the
pread of the experimental data� of the mass-flow rate. For each
xed pressure value, they can be approximated by linear functions
f the mass-flow steam quality. The simple form of the experi-
ental dependences obtained presents the basis for constructing a

hysical model for two-phase flows in pebble beds, which makes
t possible to obtain urgent calculation results important for prac-
ice. Specifically, the data are applicable for modeling heat trans-

ig. 4 Dependence of the relative pressure loss on steam
uality for fluid flow of a steam-water mixture in the pebble
ed; �: p=2.0–3.0 Mpa; �: p=4.6–5.6 Mpa; �: p
8.4–10.4 Mpa; �: p=14.6–15.6 MPa
er in two-phase flow in porous media and microchannels.
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Nomenclature
cp  specific heat capacity at constant pressure

d̄  mean ball diameter
G  mass flow
H  layer height between points of the pressure

measurement in a pebble bed
j  mass-flow rate

L  specific �latent� heat of evaporation
m  pebble-bed porosity
N  electric power

�p  pressure drop
Q  heat loss

Re  Reynolds number, ud̄ /�
�T  subcooling

u  flow velocity
V  volume
x  steam quality

Greek Symbols
�  mass density

��  density of liquid
��  steam density
�  kinematic viscosity
�  hydrodynamical-drag coefficient
�  inhomogeneity factor
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eveloping turbulent forced convection flow in a two-dimensional
uct is simulated for Reynolds numbers ranging from 4560 to
2,000. Simultaneously developing velocity and temperature dis-
ributions are reported by treating the inlet flow as isothermal
ith uniform velocity profile. The walls are supplied with uniform
eat flux. Distributions of the streamwise and the transverse ve-
ocity components exhibit a maximum near the walls, but not at
he center of the duct, in the developing region of the flow. The
riction coefficient and the Nusselt number do not reach the fully
eveloped values monotonously, and a minimum in their distribu-
ions appears in the developing region. Some results are com-
ared with the available data, and very favorable comparisons
re obtained. �DOI: 10.1115/1.2740659�

eywords: turbulent, heat transfer, forced convection, developing
ow, duct

ntroduction
The fundamental turbulent flow and heat transfer mechanism is

f great importance from both scientific and engineering view-
oints because it occurs frequently and plays a predominant role
n convective momentum, heat and mass transfer in many indus-
rial applications, such as compact heat exchangers, gas turbine
ooling systems, nuclear reactors, and numerous others. Turbulent
orced channel flow, due to its geometric simplicity and funda-
ental nature to understand the transport mechanism, has been

tudied extensively from both experimental �1–3� and numerical
4–6� approaches. Wei and Willmarth �2� presented the velocity
omponents for the Reynolds numbers of 3000–40,000 using laser
oppler anemometer. The measurements using hot-film anemom-

try were reported by Johansson and Alfredsson �3�. During the
ecent years, the performance of turbulence and heat transfer mod-
ls in predicting the velocity and temperature fields of relevant
ndustrial flows has become increasingly important. Recent ad-
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vances in large-scale computers have made it possible to conduct
the fundamental studies of turbulent flow numerically at moderate
Reynolds numbers. Kim et al. �4� numerically solved the unsteady
Navier-Stokes equations using direct numerical simulation �DNS�
at Reynolds number of 3300. A number of statistical correlations
which were complementary to the existing experimental data were
reported. Moser et al. �5� simulated the fully developed channel
flow for the friction Reynolds number of 180-590 using direct
numerical simulation. Abe et al. �6� reported the effects of Rey-
nolds number on various turbulent statistics for the friction Rey-
nolds numbers of 180, 395, and 640.

These experimental/numerical results are restricted to the fluid
mechanics case. Kim and Moin �7� studied the heat transfer �mass
transport� in two-dimensional forced convection channel flow for
different Prandtl �Schmidt� numbers. Kasagi et al. �8� revisited the
problems by employing a constant time-averaged heat flux bound-
ary condition on the walls for a mild Reynolds number of 4580.
Recently, Debusschere and Rutland �9� investigated the transport
of passive heat transfer in a plane channel and Couette flow for
the Reynolds number of 3000.

However, most of the published results are limited to the fully
developed turbulent channel flow and/or the Reynolds number is
mild. To the best of the authors’ knowledge, study of simulta-
neously developing turbulent convection flow in channel has not
been reported in the published literature. This fact, together with
the realization that in the practical applications the flow and heat
transfer start with the developing region and the Reynolds number
is high, motivated the present study.

Problem Statement and Simulation Procedures
Turbulent developing forced convection flow in a parallel chan-

nel is numerically simulated. The simulated geometry has a height
�h� of 0.01 m. By exploiting the symmetry of the flow and tem-
perature fields in the transverse direction, the computational do-
main was reduced to half of the actual height of the channel ��
=0.005 m�. This assumption of symmetry is confirmed by com-
putation with a whole domain. The length of the computational
domain is 2 m, i.e., x /��400. This computational domain was
used in order to obtain the asymptotic behavior for the fully de-
veloped regime. The origin of the coordinates system is located at
the bottom edge and the inlet of the channel. The steady turbulent
Navier–Stokes and energy equations are solved numerically to-
gether with the continuity equation using the finite volume
method and four-equation low-Reynolds-number model �10,11�.
The governing equations based on the approximation of eddy-
viscosity for fluid and eddy-diffusivity for heat and the constants
appearing in the governing equations can be found in Ref. �12�.
They are not shown here due to space limitation. The physical
properties are treated as constants and evaluated for air at the inlet
temperature �T0� of 20°C, that is, density ��� is 1.205 kg/m3,
molecular dynamic viscosity ��� is 1.82�10−5 kg/ �m s�, specific
heat �Cp� is 1005 J / �Kg°C�, and thermal conductivity ��� is
0.0258W/ �m°C�. Flow at the inlet section of the channel �x /�
=0� is considered to be isothermal �T0=20°C�, with a uniform
streamwise velocity component �u� equal to the bulk velocity �u0�.
The other velocity component, v, is set to be equal to zero at that
inlet section. No slip boundary condition �zero velocities� is ap-
plied to the wall surface. Uniform heat flux �qw=500 W/m2� is
applied at the walls. The kinetic energies �k and t2� at the wall are
equal to zero. The dissipation rate for the fluid field ��� is set to be
�w=2�k1 /n1

2 and the dissipation rate for the thermal field ��t� is

�tw
=	���t2 /�n�2 at the solid walls, where k1 is the kinetic energy

and n1 is the normal distance of the first node near the wall,
respectively, and 	 is thermal diffusivity. Fully developed flow
and thermal boundary conditions are imposed at the exit section of

the computational domain �x /�=400�.
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The governing equations are discretized using the staggered
rid arrangement, and the resulting finite volume equations using
IMPLE algorithm are solved numerically by making use of a line-
y-line method combined with ADI scheme �13�. Nonuniform grid
ystem is employed in the simulations, and the grid is highly
oncentrated near the solid wall, in order to ensure the accuracy of
he numerical simulations. Comparisons of the dimensionless

ean velocity �u+=u /u
, where u
=�
w /� and 
w is wall shear
tress� and temperature �T+= �Tw−T� / t
, where Tw is wall tem-
erature and t
=qwh / ��Cpu
�� profiles with the direct simulated
ata �8� are shown in Fig. 1. These profiles are taken at the
treamwise location of x /�=390, where the flow and heat transfer
ave already become fully developed. The mean velocity and tem-
erature profiles agree closely well with those DNS results. Re-
ults from several grid densities for a Reynolds number �Rem

2�um� /�� of 6000 were used in developing a grid independence
olution for this study. The velocity and temperature values at a
elected point in the flow domain are presented in Table 1 for
ifferent computational grids. A grid of 100�x��41�y� is used
uring the present simulations and a denser grid of 120�x�
51�y� results in less than 1% difference in the predicted stream-
ise velocity component at the selected point. The convergence

riterion required that the maximum relative mass residual based
n the inlet mass be smaller than 3�10−6. It usually takes about
5,000 iterations to meet this requirement. The other test case to
alidate the flow simulation code that is used in this study is the
wo-dimensional turbulent flow and heat transfer over backward-
acing step �12�. Predicted velocity profiles at several streamwise
ocations are compared with the laser Doppler measurements �14�
s shown in Fig. 2 with good agreement between the predicted

Fig. 1 Comparisons with the DNS data for the mean profiles

able 1 Velocities and temperatures at x=0.2 m and y
0.002 m for different computational grids „Rem=6000…

Grid Size �x�y� u �m/s� v �m/s� T �°C�

1 40�11 9.294 0.001381 22.26
2 60�21 9.429 0.002070 22.14
3 80�31 9.457 0.002196 22.10
4 100�41 9.465 0.002218 22.08
5 120�51 9.471 0.002231 22.07
296 / Vol. 129, SEPTEMBER 2007
and measured data �S is step height�. Comparison of the computed
Stanton number �St=qw / ��Cpuc�Tw−T0���, where uc is the center-
line velocity� on the heated bottom wall is made with the available
measured data �14� as shown in Fig. 2. Very close agreement is
obtained for the Stanton number profile inside the recirculation
region and near the reattachment region, which justifies the
present convection flow simulation code and provides with confi-
dence for the next simulations.

Results and Discussions
The simultaneously developing turbulent flow and heat transfer

in a parallel channel is simulated for different Reynolds numbers
of 4560, 6000, 7500, 9000, 10,500 and 12,000. The bulk Nusselt
number �Nub=qwh /��Tw−Tb�, where Tb is bulk temperature� for
the fully developed turbulent channel flow with a constant heat
flux is shown in Fig. 3. The direct simulated result �8� and the
experimental data �15� are also included in Fig. 3. The Nusselt
number increases with the increase of Reynolds number. The Nus-
selt number obtained by the present simulation for Rem=4560 is
15.5, and it is in excellent agreement with the DNS data which is
15.4 �8�.

Distributions of the mean streamwise velocity component �u� at
different streamwise locations in the entrance region of the chan-
nel are shown in Fig. 4 for the Reynolds numbers of 4560 and
12,000. Similar results are also obtained for other Reynolds num-
bers but not presented in the manuscript due to space limitation.
Velocity at the centerline of the channel increases from the uni-
form inlet velocity profile to the fully developed velocity profile.

Fig. 2 Comparisons of the mean velocity profiles and the
Stanton number for the separated convection flow
The nonparabolic pattern observed for the laminar flow in a cir-
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Fig. 5 Distributions of the streamwise velocity component „u…

F
o

J

ular duct �16� is also seen for the turbulent flow in the parallel
hannel. In the entrance region, the maximum streamwise velocity
omponent does not appear at the center of the channel, but near
he solid wall �y /�=0�. For the Reynolds numbers of 4560 and
2,000, at x /�=1, their peak values develop at y /��0.16 and
.11, respectively. The similar feature can also be seen at the
ection of x /�=0.5. Distributions of the streamwise velocity com-
onent in the entrance region are displayed in Fig. 5. The dashed
ine denotes the locations where the streamwise velocity compo-
ent �u� is a maximum at the streamwise planes. Figure 5 also
hows that in the entrance region the maximum of this velocity
omponent does not appear at the center of the channel, but near
he wall.

Distributions of the transverse velocity component �v� at sev-
ral streamwise locations for the Reynolds numbers of 4560 and
2,000 are shown in Fig. 6. The dashed line denotes the locations
here the transverse velocity component �v� is a maximum at the

treamwise planes. This velocity component is zero at the wall
y /�=0� and the symmetry centerline �y /�=1�. For Rem=4560
nd 12,000 at x /�=1, their maximum values develop at y /�
0.12 and 0.09, respectively. Its magnitude decreases and its lo-

ation moves toward the centerline as the x-planes increase in the
treamwise direction. At the same x-planes, the magnitudes of the
eak v-velocity component decrease as the Reynolds number in-
reases. Distributions of the transverse velocity component in the
ntrance region are presented in Fig. 7. The locations where the
ransverse velocity component is a maximum in the transverse
irection for the x-planes are shown in Fig. 7 with the dashed
ines. Near the inlet section, the maximum v-velocity component
evelops to appear close to the wall �y /�=0�. Its location moves
oward the centerline of the channel as the location of the x-plane
ncreases in the flow direction.

Distributions of the temperature difference based on the wall
emperature ��T=Tw−T� at several streamwise planes are shown
n Fig. 8 for the Reynolds numbers of 4560 and 12,000. At the
ame streamwise planes, the temperature difference deceases as
he Reynolds number increases. One feature in the temperature
istribution is that the temperature difference increases at first
rom the inlet section �x /�=0� to the streamwise section of x /�
20, then it decreases at the downstream x-planes �from x /�
40 to 100�. The results show that profiles of the temperature

ig. 3 Distribution of the Nusselt number for the fully devel-
ped turbulent channel flow
ifference at other downstream x-planes �x /��100� are almost

ournal of Heat Transfer
Fig. 4 Distributions of the streamwise velocity at several
x-planes
SEPTEMBER 2007, Vol. 129 / 1297
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several x-planes

Fig. 7 Distributions of the transverse velocity component „v…
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overlaid with the profile at �x /�=100�. The similar features are
also observed for other studied Reynolds numbers.

The friction coefficient �Cf =2
w /�u0
2� for different Reynolds

numbers is presented in Fig. 9. The friction coefficient decreases
with the increase of Reynolds number. The friction coefficient
becomes smaller from the inlet section and reaches the fully-
developed values �x /��100�. One feature in its distributions is
that decrease of the friction coefficient in the streamwise direction
does not follow the monotonous way in the entrance region. A
minimum value is observed near the inlet section, which can be
seen more clearly for the Reynolds number of 4560. Distributions
of the bulk Nusselt number for different Reynolds numbers are
shown in Fig. 10. The magnitude of Nusselt number increases
with the increase of Reynolds number. The Nusselt number be-
comes smaller in its magnitude from the inlet section and ap-
proaches the fully developed values �x /��120�. Similarly, the
Nusselt number in the streamwise direction does not decrease mo-

Fig. 8 Distributions of the temperature difference „Tw−T… at
several x-planes
ig. 6 Distributions of the transverse velocity component at
notonously in the entrance region. A minimum value in the
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treamwise distribution of the Nusselt number develops in the
ntrance region of turbulent convention channel flow for the stud-
ed Reynolds numbers

onclusions
Convection in turbulent forced flow in a parallel channel, where

he walls are heated with constant heat flux, is examined for the
urpose of determining the flow and thermal behavior that simul-

Fig. 9 Distributions of the friction coefficient „Cf…

Fig. 10 Distributions of the bulk Nusselt number „Nu …
b

ournal of Heat Transfer
taneously develops in the entrance region of this geometry. Non-
parabolic patterns in the mean streamwise velocity component are
observed for the studied Reynolds numbers. The peak streamwise
velocity component develops to appear near the wall, but not at
the centerline, in the entrance region. Such patterns are also seen
in the distribution of temperature field. The friction coefficient
decreases with the increase of Reynolds number. The Nusselt
number increases with the increase of Reynolds number. It does
not reach the fully developed value monotonously and a minimum
develops in the developing region.
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In their paper �1�, the authors state on p. 1245 that Boyd and
eng �2� in 1996 suggested an interpolation method for calculat-

ng the heat transfer characteristics in the partial boiling region,
long with Eqs. �13�-�14�. The authors of �1� further state that
andlikar �3� in 1998 proposed a similar scheme and that the

onstants a, b, and m were assumed to be constant.
In this discussion, we would like to point out a few errors/

missions in the above referenced paper �1�.
1. In their technical note, Boyd and Meng �2� refer to the paper

y Kandlikar �4�, published in 1990, for the Eqs. �13�-�14� re-
erred to in �1�. Unfortunately, Boyd and Meng quoted the wrong
eference for the Kandlikar work in which the original model and
quations were reported. The 1990 paper by Kandlikar �4�, erro-
eously referred by Boyd and Meng, presents a correlation in the
aturated flow boiling region and makes no reference to subcooled
ow boiling. The correct reference in Boyd and Meng’s paper
hould have been Kandlikar �5�, which was published in 1991.

2. In his 1991 paper, Kandlikar �5� presented Eqs. �21�-�29�
ith an accompanying Fig. 4 explaining the construction in the

ubcooled partial boiling region. Immediately following Eq. �26�,
note appears regarding the exponent m, which matches the slope

t the two ends. Kandlikar �5�, however, contains typographical
rrors in Eqs. �25� and �26� for coefficients a and b.

3. Those typographical errors were later corrected by Kandlikar
3� in 1998.

4. Another error that appears in �1� is the incorrect year of
ublication of the paper by Boyd and Meng �2�, cited as Ref. �12�;
he correct year of publication is 1995, not 1996.

5. Discussion related to Fig. 6 appearing in �1� is correct, except
hat the 1998 paper by Kandlikar �3� referred therein simply cor-
ects the typographical error and provides a more detailed com-
arison with the available experimental data.

6. Equation �21� appearing in Warrier and Dhir �1� is based on

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 5, 2007; final manuscript re-

eived March 26, 2007. Review conducted by Yogesh Jaluria.
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the paper by Kandlikar �3� as correctly reported by the authors of
�1�. However, the equation itself is incorrectly reproduced. The
correct form of the equation �appearing as Eq. 14 in Ref �3�� is as
follows:

q̇ = �1058.0�ṁhfg�−0.7FFlhLO�Tsat�1/0.3 �1�

where ṁ is the mass flux �kg/m2 s�. The negative sign in the
exponent 0.7 is missing in Eq. �21� in �1�, and the wall superheat
�Tsat is incorrectly replaced by ��Tw+�Tsub�.

Subcooled Flow Boiling Model Description
For convenience, the correct form of the subcooled flow boiling

model and coefficients are presented below.
Figure 1 shows a schematic representation of the subcooled

flow boiling curve extending from the single-phase region at point
C to the fully developed boiling at point E. In the single-phase
region, to the left of C in Fig. 1, heat flux q̇ is given by the
following equation:

q̇ = hLO��Tsat + �Tsub� �2�

where hLO is the single-phase heat transfer coefficient with all
flow as liquid, the local wall superheat is �Tsat�=Tw−Tsat� and the
local liquid subcooling is �Tsub�=Tsat−Tf�, the local saturation
temperature is Tsat, the wall temperature is Tw and the liquid tem-
perature is Tf.

In the fully developed boiling region, the heat transfer rate is
related to the local wall superheat by the following equation:

q̇

�Tsat
= 1058.0Bo0.7FFlhLO �3�

where Bo is the boiling number �q̇ / �Ghfg�� G is the total mass
flux �kg/m2 s�, and hfg is the latent heat of vaporization �J/kg�,
and FFl is the fluid-dependent parameter in the Kandlikar correla-
tion �3�. The value of FFl is 1 for water and all other fluids flowing
in stainless steel tubes. For specific fluids in different tube mate-
rials, refer to �4� or other more recent publications.

The equation for the q̇−�Tsat plot in the partial boiling region,
the main focus of the current discussion, is given by the following
equation:

q̇ = a + b�Tw − Tsat�m = a + b��Tsat�m �4�

The constants a, b, and m are functions of heat flux q̇. The slope
of the heat flux versus wall superheat in the partial boiling region
is matched with the two limiting values, i.e., m=1 in the single-
phase region at the beginning of the partial boiling region, iden-
tified by point C, and m=1/0.3 at the beginning of the fully de-
veloped boiling region identified by point E. Thus, the values of a
and b are obtained in terms of the heat fluxes and wall superheats
at C and E, and the value of m is obtained in terms of the heat
fluxes at C, E and at the desired location, where heat flux is q̇ and

wall superheat is �Tsat.

© 2007 by ASME Transactions of the ASME
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b =
q̇E − q̇C

��Tsat,E�m − ��Tsat,C�m �5�

nd

a = q̇C − b��Tsat,C�m �6�
ote that there were typographical errors in Kandlikar �5� that

ig. 1 A representative log-log plot of q̇ versus �Tsat for de-
cribing the Kandlikar model in the partial boiling region,
dapted from Kandlikar †5‡
rroneously omitted the exponent m in Eqs. �5� and �6�.

ournal of Heat Transfer
The value of m depends on the heat flux, and is allowed to vary
linearly from m=1 at C to m=1/0.3 at D. Thus,

m = n + pq̇ �7�

and the values of n and p are obtained as follows:

p = �1/0.3 − 1�/�q̇E − q̇C� �8�
and

n = 1 − pq̇C �9�

Note that n and p are constants for a system �for a given geometry
and operating conditions�, whereas the values of m, a, and b de-
pend of the local value of q̇. Thus, the value of �Tsat can be
obtained directly from a known value of q̇, while an iterative
scheme is needed to calculate q̇ for a given value of �Tsat in this
region.

Further details on calculating q̇C and q̇E are given in Kandlikar
�3�.
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Duct Subjected to Constant Wall

emperature” (Sahin, A. Z.,
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n the paper Sahin, A. Z., 1998, “Second Law Analysis of Laminar
iscous Flow Through a Duct Subjected to Constant Wall Tem-
erature” ASME J. Heat Transfer, 120(1), pp. 76–83, there are
any errors in equations, values, etc. The errors will be summa-

ized below. �DOI: 10.1115/1.2745836�

Based on the definition of the dimensionless temperature differ-
nce ���

� =
Tw − To

Tw
�1�

or Tw=373 K �Table 1� and To=293 K �Tables 2a, and 3a�, �
0.214��=0.0−0.2 �Table 1�. Thus, the range of � in Table 1
ust be �=0.0–0.25.
Based on Eqs. �8� and �9�, then Eq. �10� must be

� = �ln�1 − �e−4St�

1 − �
� − ��1 − e−4St��

+
1

8

f�Ec

St
ln� e4St� − �

1 − �
��	�1 − e−4St�� �2�

he major error in Eq. �10� leads to other many errors in the
quations. First, Eq. �14� must be

� = �ln�1 − �e−4�1

1 − �
� − ��1 − e−4�1�

+ 8��2 ln� e4�1 − �

1 − �
��	�1 − e−4�1� �3�

econd, Eq. �17� must be

� = �ln�1 − �e−4�1

1 − �
� − ��1 − e−4�1� + 8��2
ln� e4�1 − �

1 − �
�

+ �bTref

a
�ln� e4�1 − �

1 − �
� − 4�bTw

a
��1��	�1 − e−4�1�

�4�

hird, Eq. �20� must be
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� =�ln�1 − �e−4�1

1 − �
� − ��1 − e−4�1� + 32�2

��
0

l
�1

l

Tw − To

Tref
n Tn−1 exp
B� 1

T
−

1

Tref
��dx�	�1 − e−4�1�

�5�
Finally, Eq. �22� must be

�� = ��1 − e−4�1� �6�
These errors in the above equations lead to errors in values in

both figures and tables. For example, values of dimensionless en-
tropy generation ��� are incorrect and must be calculated again
based on the correct form of Eqs. �14�, �17�, and �20�, respec-
tively. In addition, based on the correct form of Eq. �22�, values of
dimensionless entropy generation ��� must be greater than values
of modified dimensionless entropy generation ���� at the same
modified Stanton number ��1� �not as shown, ���� at the same
�1, in Figs. 2 and 3, Tables 2a and 3a�.

On p. 81 �second column�, the total dimensionless entropy
change using Eq. �14� becomes

� = 32���2��1/�1 − e−4�1� �7�

On pp. 81 and 82 �Tables 2b, 3b�, values of To are in K, not in °C.
In addtion, Sahin �1� made a second law comparison for opti-

mum shape of duct subjected to constant wall temperature and
laminar flow. In this paper, the following error is found.

For laminar flow the thermal entry length may be expressed
as �2,3�:

� xfd,t

DH
�

lam
 0.05 ReDH

Pr �8�

From Table 1, the hydraulic diameter �DH� for circular duct ge-
ometry can be expressed as

DH =
2

��
�Ac �9�

Combining Eqs. �8� and �9�, we obtain

�xfd,t�lam 
0.1
��

�Ac ReDH
Pr �10�

From Table 2, �Ac�max=6�10−7 m2 and Pr=7. From Figs. 1–7,
�ReDH

�max=3000. Thus,

�xfd,t�lam 
0.1
��

�6 � 10−7�3000��7�  0.92 m �11�

The above value is greater than the length of the duct: L
=0.1 m �Table 2�. This indicated that the flow is still in thermal
entrance laminar region and does not reach fully developed lami-
nar region. This error is repeated for other duct geometries such as
square, triangle, etc. As a result, the assumption of the fluid is
fully developed laminar as it enters the duct in all types of geom-
etry is not acceptable.
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I would like to thank M. M. Awad for the time he spent and
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paper, Sahin, A. Z., 1998, “Second Law Analysis of Laminar Vis-
cous Flow Through a Duct Subjected to Constant Wall Tempera-
ture” ASME J. Heat Transfer, 120�1�, pp. 76–83.

Obviously, the term �1−e−4St�� in Eq. �10� was supposed to be
�1−e−4St��−1. Unfortunately, this error was propagated in the rest
of the paper in Eqs. �14�, �17�, �20�, �22� and in p. 81. Perhaps this
is the only major concern about the paper.

As for the range of � in Table 1, the choice was 0.0���0.2
and it is not an error. The reason for this choice is to make sure
that all the temperatures in the flow domain remain within the
range of temperatures 293 K�T�373 K, within which the vis-
cosity model parameters a, b, B, and n given in Table 1 are valid
�especially for the case of glycerol�.

The values of T0 in Tables 2b and 3b are in K; however, �°C� in
the labels are typing errors.

In the paper, Sahin, A. Z., 1998, “A Second Law Comparison
for Optimum Shape of Duct Subjected to Constant Wall Tempera-
ture and Laminar Flow,” Heat and Mass Transfer /Wärme-und
Stoffübertragung, 33�5-6�, pp. 425–430, the fluid was assumed to
be fully developed laminar as it enters the duct in all types of
geometry. Therefore, the comments made regarding the thermal

entry length are not relevant.
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anagiotis Razelos
epartment of Engineering Science and Physics,
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800 Victory Blvd.,
taten Island, NY 10314

In this paper the authors employed a new rather unorthodox
pproach, and unusual parameterization entirely different from
hat existing in the literature, to obtain their results. In their ab-
tract, the authors claim to have obtained the performance predic-
ion, i.e., the efficiency and effectiveness, of wet fins, for tapered
ongitudinal, spines and radial fins. Their lengthy explanation for
he obvious differences between wet and dry fins is unnecessary.
hey further assert to have derived a generalized criterion �what is

he meaning of generalized?� for the optimization of the three
ypes of fins they analyze. The authors describe the fins as tapered,
hown in their Fig. 1, however the expressions of their profiles
uch as y /yb= f�X ,�� is missing. Also, their keywords refer to
ehumidification and heat exchanger that are not used in the
anuscript. Moreover, what is conspicuously missing in this pa-

er is the exact description of the mathematical problem they
olve. The authors abruptly start with a differential �Eq. �1��, with-
ut any boundary conditions, or any other comments such sym-
etry, etc. In fact this paper lacks the mathematical perspicuous-

ess and rigor required in any such endeavor.
The following comments are addressed to specific sections of

he manuscript.

omenclature
We begin with the authors’ Nomenclature because it contains

everal errors, thus making the reading of this manuscript ex-
remely difficult. The Nomenclature is a mirror of the symbols
ound in the text, which is used to explain their meanings to the
eader who frequently needs to consult it.

�i� The authors assume the following linear temperature varia-
ion of the specific humidity:

� = b1 + b2T �1�

onsidering the values of � to be specified at the temperatures Tt
nd Tb, we obtain the following values for of the above constants:

b2 = ��t − �b�/�Tt − Tb�, b1 = �b − b2 � Tb �2�

he authors’ expression for b1 is incorrect and unless this is a
ypographical error, this mistake is propagated in their results,
lthough the incautious reader may tempted to ask, are both tem-
eratures, Tb and Tt, that are used in Eq. �2� of this Discussion
pecified?

�ii� I think Bit=htyb /k should have been Bit=htyt /k, although ht
s never defined.

�iii� The authors assert “f , g to be functions defined by Eq. �18�
nd Eq. �19� respectively.” However, Eq. �18� defines the dimen-
ionless volume U, whereas f�Bi,�� is defined by Eq. �19�, and
�Bi,�� by Eq. �20�.
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�iv� The symbol hm, which appears in the last term on the left-
side of the authors’ Eq. �1�, has never been defined. Also, the
dimensions of q, the actual heat transfer rate, for longitudinal fins
should be expressed in watts per meter.

�v� The correct definition of qe is: “the heat transfer from the
base of the fin, with the same heat transfer coefficient in its ab-
sence.” The assumption for the ideal heat dissipation qi is: “the
entire fin is maintained at the base temperature.”

�vi� Q is defined by Eq. �11� not Eq. �10�, Qe by Eq. �16� not
Eq. �15�, Qi by Eq. �14� not Eq. �13�, and U by Eq. �18� not Eq.
�17�.

�vii� The parameter Z0 is recognized as the one which used by
Gardner �1� to plot his efficiency graphs and is expressed as the
product of the aspect number L /yb and the �Bi. The quotient L /yb
is always referred in the literature as aspect number, however, the
authors’ � is the reciprocal, but still defined as the aspect number.
As shown in Refs. �2,3� the authors’ parameters Z0

2=Bi/�2 and Bi
have physical significances.

�viii� Normally, the solutions should be able to handle any val-
ues of the parameter 0���1, hence the parameters Z1, Z2, and �
that, are divided by �1-��, cannot be used unless they are rede-
fined.

�ix� The authors created a huge aggregate of dimensionless pa-
rameters, whereas only a few appearing in their results. The prin-
cipal parameters that are used by the authors in their result are: Z0,
Bi, and �; however, the temperature is independent of Bi.

Formulation of Mathematical Model
�i� In this section the authors make the following statements: (1)

at any point, the temperature over the fin cross section is assumed
to be constant and (2) the transport processes can be rendered
one-dimensional (1D) as is conventionally done for dry fins. The
authors should be reminded that, in mathematical analyses noth-
ing is conventionally done, but it must be based on certain funda-
mental principles. In this case, there are certain conditions, known
as simplified assumptions, described in Ref. �1�, that must be met,
in order to allow using the 1D conduction model. For example
here, the restrictive condition for using the 1D approach is the
small values of the Biot number �of the order of 0.01�. As shown
in Refs. �2,3�, when one employs the 1D approach, the simplified
assumptions, insulated tip and the length of arc idealization are
valid. Thus the expression �1+ �dy /dx�2 can be eliminated, and
the tip boundary condition should be modified accordingly.

�ii� There in no explanation as to why the authors introduce the
radius ri in Eq. �1�, which for longitudinal fins and spines is zero,
and in radial fins the coordinate x varies from 0 to ri, instead of
ri�x�rt, which is universally used. In this case an important new
parameter is introduced namely the ratio parameter rt /ri. For ex-
ample, what is the value of this parameter in the results plotted in
the original Fig. 4?

�iii� Now, in any mathematical equation involving symbols with
dimensions, like those in Eq. �1�, one should always first check if
it is dimensionally correct. For longitudinal fins, the dimensions
of the left-side and the first right-side terms are kelvin per meter
whereas the dimensions of the last term hfg are watts per square
meter, with similar contradictions appearing in the other cases. I
believe the authors neglected to divide this term with the thermal
conductivity k.

�iv� The authors assert that have employed the Chilton Colburn
analogy and some algebraic manipulations to derive their Eq. �2�.
However, the temperature becomes now a function of Y =y /yb
instead of X=x /L. This is indeed a very puzzling operation for
mainly two reasons. First, according to the authors’ earlier state-
ment the temperature along this direction is constant. In the other
hand, how could the profiles of the fins, which are y /yb= f�X�,

possibly influence the results?
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esults and Discussion
At the beginning of this section the authors engage in a long

nd unnecessary explanation for the self-evident conceptions, of
hat is meant by dry fins and their performance. Then they
resent a few graphs, which in the abstract claim to be design
urves, while they only refer to one specific case. I am indeed
uzzled how these plots were contracted using those formidable
quations ��4�–�20��, with all these dimensionless variables, which
s was pointed out earlier, they contain several mistakes? What
re exactly the differences between efficiencies and effectiveness
ith the authors’ over-all counterparts? I believe that their results

re incorrect despite the agreement with previous work shown in
he original Fig. 2. Moreover, the variation of the effectiveness
ersus Z in their Fig. 4 physically does not make sense. For
0

ournal of Heat Transfer
example, when the value of Z0=0 �absence of the fin�, by defini-
tion, the effectiveness value is equal to 1 instead of the authors’
20. To help the authors revise their paper certain additional refer-
ences are given here.

I regret to say, that due to space limitations of the journal I
cannot describe the correct formulation of the problem that the
authors should solve.
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Journal of
Heat Transfer Erratum

Erratum: “Natural Convection in a Partitioned Vertical Enclosure With a
Uniform Heat Flux”

†Journal of Heat Transfer, 2007, 129„6…, contents on inside cover‡
he paper entitled “Natural Convection in a Partitioned Vertical Enclosure Heated With a Uniform Heat Flux” should be placed under

he category “Natural and Mixed Convection.” It was put in the w
rong category of “Micro/Nanoscale Heat Transfer” by mistake.
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